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Executive Summary 

This deliverable presents the 5G!Drones overall architecture design. The objective is twofold: firstly, to 

support the selected use cases over a federated, multi-domain 5G infrastructure, and secondly, to 

effectively manage the successful execution of large-scale UAV trials. To that end, the document starts 

with the presentation of introductive and contextual information, in order to clarify the general purpose 

of 5G!Drones, and to shed light on the structuring environment that has a significant influence on the 

projectôs system architecture. This is notably the case of the UTM and U-Space concepts, which are 

summarised accordingly, along with the outcomes of relevant European projects.  

On that basis, the deliverable then provides a synthetic overview of the main generic aspects of the 5G 

architecture that are relevant to 5G!Drones. This overview starts with a general description of the 5G 

system, followed by a more in-depth description of software-defined networking, network function 

virtualisation, network slicing and multi-access edge computing, which, among other topics explained 

in this overview, are key concepts for the support of the 5G!Drones overall architecture. In addition, 

special focus has been put on the different approaches taken by standardisation bodies, such as 3GPP, 

to consider the interoperability of 5G systems with UTMs. Likewise, a description of the potential 

interrelations between the 5G!Drones architecture with relevant projects from the 5G Infrastructure 

Public Private Partnership (5G PPP) is noted. 

Having set the context and prevailing principles, the deliverable proceeds with the high-level 

representation of the overall 5G!Drones architecture that consists of several entities, such as the Portal, 

the Trial Controller, the Abstraction Layer, the 5G Facility Infrastructure Monitoring, the U-Space entity 

and the U-Space Adapter. It presents in detail the cornerstone of the envisaged architecture, the  

5G!Drones Trial Controller and its components, the Trial Scenario Execution Engine, the Trial 

Architecture Management Plane and the KPI Assessment and Data Gathering component and how these 

interact together, as well as with the UAV verticals and the 5G Facilities, in order to enforce the relevant 

UAV service logic. On top, the presented study investigates how the UAV use case requirements will 

be met by the member 5G Facilities, by presenting the respective gap analysis in the context of the X-

Network, 5GEVE, 5GTN and 5GENESIS Facilities, revealing the focal points for target development 

per case. It is noteworthy that not all platforms share the same stand-point. While all Facilities miss the 

UTM functions, 5GENESIS is already furnished with functional experimentation, tools and components 

that shall be leveraged for comparison and benchmarking of the 5G!Drones architecture on diverse and 

heterogeneous testbed environments. 

Furthermore, the document provides a high-level architectural description of the 5G system components 

as well as the UAV Enablers which shall be designed in the 5G!Drones project. With this last part, the 

objective is to support, on the architectural level, the design and development of these components within 

the project Work Packages WP2 and WP3, as well as their trial in Work Package WP4.  

Finally, the concluding section of this deliverable formulates the next steps towards the final revision of 

the system architecture, which will be reported in deliverable D1.6. 
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1. INTRODUCTION 

1.1. Objective of the document 

The primary objective of this deliverable is the presentation of the overall architecture design to support 

the selected use cases over a federated, multi-domain 5G infrastructure, and also to execute large-scale 

UAV trials. To that end, the document gives a synthetic view of the underlying 5G architecture needed 

to deploy the target vertical services, as defined in the use cases elaborated in D1.1. Furthermore, 

deliverable D1.3 seeks to identify and give a high-level description of the architectural components to 

provide the necessary infrastructure support for these selected use cases. Consequently, this document 

is intended to provide an initial support for the activities of WP3, in which those architectural 

components will be further devised and implemented. It is worth highlighting that this notion of 

architectural component both encompasses all necessary 5G system components, as well as all the 

5G!Drones enablers more specifically needed by the service logics of the target use cases. In particular, 

this deliverable intends to provide a high-level design of the management plane for the execution of the 

UAV trials, with the intention to support the detailed design and implementation of the 5G!Drones trial 

controller, in WP2. 

1.2. Structure of the document 

After a concise introductory section, Section 2 gives general key aspects so that the reader understands 

the general purposes of 5G!Drones as well as the structuring environment that impacts the project system 

architecture. In particular, Section 2 provides a conceptual representation of the entities and roles at 

stake, as well as an outline of the general landscape of UTMs and relevant regulatory bodies. Section 2 

also briefly outlines the UAV use cases which are relevant in the rest of this document and provides 

references to the in-depth studies reported in other deliverables of the project. 

On that basis, the purpose of Section 3 is to provide a synthetic overview of the main generic aspects of 

the 5G architecture that are relevant to 5G!Drones. In particular, a large subsection is dedicated to the 

different approaches taken by standardisation bodies such as 3GPP, to consider the interoperability of 

5G systems with UTMs. Section 4 then gives a high level and conceptual representation of the overall 

5G!Drones architecture design. In particular, it presents the main 5G!Drones Trial Controller 

components which allow interacting with the UAV verticals and 5G Facilities to enforce the relevant 

UAV service logic. 

Furthermore, since the project envisions the trial of UAV use cases associated to specific 5G Facilities, 

four gap analyses are conducted in Section 5, respectively in the context of the X-Network, 5GEVE, 

5GTN and 5GENESIS Facilities. The objective here is to identify which of the UAV service 

requirements can be met with the provided 5G architectures, and which UAV use case features require 

the development of specific components, whose identification is the purpose of this section.  

On that premise, Section 6 gives a high-level architectural description of the 5G system components as 

well as the UAV service components which shall be designed in the 5G!Drones. The outcome of this 

section is notably intended to support the detailed component designs and implementations of WP2 and 

WP3. Finally, Section 7 gives the concluding remarks as well as the next steps towards the final revision 

of the system architecture, due at Month 18. 
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1.3. Target Audience 

This document mainly targets the following audience: 

¶ The Project Consortium and Stakeholders, especially contributing beneficiaries of the design 

and implementation work packages (WP2 & WP3) but also the ones in charge of the integration 

and trial validation (WP4). In this regard, the initial architecture design delivered by this 

document will support the further elaboration of the components to provide the necessary 

infrastructure support for the selected use cases. That includes all the necessary 5G system 

components, as well as the specific 5G!Drones enablers. It is also worth noting that the high level 

description of the management plane for the execution of the trials is intended to support the rest 

of the project consortium, notably in the context of WP2, as the basis for the detailed design and 

implementation of the 5G!Drones trial controller; 

¶ The Research Community, Industry and funding EC Organisation to i) summarise the 

5G!Drones scope, objectives and intended project innovations and ii) detail the initial design of 

the 5G!Drones system architecture. The objective is to facilitate the understanding of which 

architectural components need to be designed by the project so as to be able to fully demonstrate 

and measure the provided technological advancements on all target ICT-17 5G Facility sites;  

¶ The broadest possible technical and non-technical audience (General public) to obtain a 

better understanding of the scope, objectives and general architecture of the 5G!Drones project. 
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2. 5G!DRONES KEY ASPECTS 

With this section, general key aspects are presented, for a better understanding of the purposes of 

5G!Drones as well as the structuring environment that is likely to impact the project system architecture. 

Therefore, after a brief description of the project objectives, Section 2 provides a conceptual 

representation of the entities and roles at stake, including the concepts of UAV vertical, Trial Controller 

and 5G Facility in the context of 5G!Drones. This is followed by an outline of the general landscape of 

UTMs, the relevant regulatory bodies and associated research programs, in particular at a European 

level. Section 2 also briefly outlines the UAV use cases which are relevant in the rest of this document 

and provides references to other deliverables featuring in-depth use case studies. 

2.1. Project Objectives 

The 5G!Drones project aims to trial several UAV use cases covering eMBB, URLLC and mMTC 5G 

services, and validate the relevant 5G KPIs that apply to such challenging use cases. The project builds 

on top of the 5G Facilities provided by the ICT-17 projects, identifies and develops the missing 

components to trial the UAV use cases. To ease and automate the execution of trials by the verticals, 

that are the main users of 5G!Drones, the project builds a software layer that exposes a high-level API 

to be used in order to request the execution of a trial according to the scenario of interest.  

In this respect, the main objectives of the project include: 

1. The analysis of the performance requirements of UAV verticalsô applications and business 

models in 5G; 

2. The design and implementation of the 5G!Drones software layer (or system) to execute UAV 

trials; 

3. The design of a high-level scenario descriptor language to run and analyse the results of the UAV 

trials; 

4. The design and implementation of 5G!Drones enablers for UAV trials and operations; 

5. The validation of the 5G KPIs that demonstrate the adequate execution of UAV use cases; 

6. The validation of UAV KPIs using 5G; 

7. The use of advanced data analytics tools to visualise and deeply analyse the trial results, and 

provide feedback to the 5G and UAV ecosystem; 

8. And finally, the dissemination, standardisation and exploitation of 5G!Drones. 

The project plans to offer innovations in the UAV vertical industry through application scenarios that 

harness the 5G potential, and in the network and infrastructure domain through the development of the 

necessary system support. Furthermore, the project sets out to contribute to innovative methodologies 

and tools for large-scale experimentation. In summary, the main innovations expected by 5G!Drones 

are: 

¶ Business and regulatory aspects, through the definition of a business and financial analysis 

framework for the UAV ecosystem considering vertical-service-related KPIs and the ongoing 

regulatory developments; 

¶ Trial Execution, through the development of automation tools for 5G trials, innovative data 

management analysis and visualisation tools, and monitoring & management interfaces towards 

verticals, facility operators and experimenters; 
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¶ 5G Infrastructure support, through multi-domain slice orchestration, MEC architecture 

extensions and E2E network slicing security; 

¶ Vertical Services, through development of new 5G enabled vertical services including public 

safety, emergency response, situation aware IoT and enhanced connectivity services. 

Furthermore, innovation is expected in the area of novel UAS traffic management including 

virtual reality-based services and Beyond Visual Line Of Sight (BVLOS) operations. 

On this basis, the outcomes of deliverable D1.3 support the project Objectives 2 and 4, by providing a 

high-level architectural view on top of which the design and implementation the 5G!Drones software 

system layer (Objective 2) and the enablers for UAV trials and operation (Objective 4) can be built. 

Indeed, the identification and architectural description of the 5G system components, as well as of the 

5G!Drones enablers, is intended to provide a high-level and initial support for the activities, notably in 

WP2 and WP3, that seek to address both objectives. It is also worth noting that this deliverable gives a 

high level description of the way the 5G!Drones trial controller will interact, via its components and 

specific interfaces, to the Network Slices, UAV components and the 5G Facilities to gather all required 

5G KPIs and service-level KPIs, thereby providing early support to the project Objectives 5 and 6.  

2.2. The 5G!Drones Conceptual Representation 

The 5G!Drones system can be conceptually described by three distinct actors, whose interactions are 

guiding the overall approach taken by the project, regarding how the selected UAV use cases will be 

trialled on the 5G Facilities of concerns and that apply among the ones in scope (ICT-17: 5GEVE and 

5Genesis as well as X-Network and 5GTN). These actors are the UAV vertical, the 5G!Drones trial 

controller and the 5G Facility, as illustrated in Figure 1. 

The UAV vertical  is the actor in charge of performing the trials of UAV use cases on top of a 5G 

infrastructure provided by 5G Facilities. To do so, it uses a dedicated set of APIs, referred to as 

northbound APIs in this high-level representation, to interact with the second actor in this representation, 

the 5G!Drones Trial Controller . The northbound APIs allow several types of interactions, including 

the possibility to run and control a test, by for instance selecting the desired KPIs to test and the UAV 

application to run. In addition, this set of APIs allows the UAV Vertical to gain a secured access to the 

network slices running the UAV applications. Moreover, those APIs also allow obtaining the results of 

the trial, under the form of 5G KPI and UAV KPI values. 

In addition, the 5G!Drones Trial Controller is in charge of enforcing the trial scenario by interacting 

with the third actor of this representation, the 5G Facility. This interaction is allowed by APIs provided 

by the 5G Facility through the 5G!Drones Enablers. It is worth noting that both the Trial Component 

and the Enablers are designed and developed by the 5G!Drones project. In this regard, the 5G!Drones 

Enablers are components developed within the 5G!Drones project to allow running these UAV use cases 

on top of the 5G Facilities.   
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Figure 1 - The 5G!Drones conceptual representation 

On this basis, the role of the Trial Controller is to translate the high-level trial scenario description, 

provided by the UAV Vertical, to a set of 5G network components required to run on top of the 5G 

Facility. As an example, the UAV Vertical may provide a high-level description which is mapped by the 

Trial Controller into a 5G secured network slice using, if available, the 5G Facility blueprint, i.e. a 

description of all the necessary network components to run the trial, such as the VNFs, RAN resources, 

and duration of the trial. During the execution of the selected use case trial, the Trial Controller accesses 

the UAV VNFs and UEs, whether embedded aboard the drones or on the ground, to obtain the necessary 

results and KPIs at the application level. In addition, the Trial Controller is able to access the 5G Facility, 

via specific 5G!Drones components to monitor the 5G KPIs.  

At this point, it is important to note that the intended use of the 5G!Drones Trial Controller goes beyond 

the scope of this first description, which has only considered so far a simple test scenario, in which a 

single use case is trialled. However, the 5G!Drones architecture will be elaborated so that the Trial 

Controller allows the simultaneous run and control of multiple UAV use cases, demonstrating the 

capability of 5G to guarantee different service requirements at the same time. Likewise, it is worth 

highlighting that in the context of 5G!Drones, we have considered different 5G Facilities for in-situ 

trials, including ICT-17 5G Facilities (5GEVE and 5Genesis) as well as X-Network and 5GTN Facilities. 

This is detailed in deliverable D1.2 and is summarised later in subsection 2.4. Consequently, this set of 

target 5G Facilities poses specific heterogeneity challenges for the 5G!Drones project, since they exhibit 

in particular different 5G features and enforce different types of low-level APIs. This notably provides 

a strong rationale for the gap analysis that is detailed in Section 5. This analysis assesses the need for 

specific 5G adaptation components and more generally for the design of an Abstraction Layer, which in 

turn allows extending the 5G Facilities by defining a complete Southbound interface, to eventually 

comply with the incurred heterogeneity. 

UAV Vertical  
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2.3. UTM Systems 

To continue the description of the key 5G!Drones objectives, this subsection provides an outline of the 

general landscape of Unmanned Aerial Systems Traffic Management (UTMs). As will be seen in the 

rest of this deliverable, this context, as well as the activity of the relevant regulatory bodies, are 

structuring for the project overall architecture, and in particular for the approach taken to integrate the 

UTM and U-Space concepts with the overall 5G!Drones architecture. 

2.3.1. Context and Requirements 

With the so-called Warsaw Declaration after a high-level conference in November 2016, the notion of 

U-space was introduced [15]: ñU-space is a set of new services and specific procedures designed to 

support safe, efficient and secure access to airspace for large numbers of drones. These services rely on 

a high level of digitalisation and automation of functions, whether they are on board the drone itself, or 

are part of the ground-based environment. U-space provides an enabling framework to support routine 

drone operations, as well as a clear and effective interface to manned aviation, ATM/ANS service 

providers and authorities. U-space is therefore not to be considered as a defined volume of airspace, 

which is segregated and designated for the sole use of drones. U-space is capable of ensuring the smooth 

operation of drones in all operating environments, and in all types of airspace (in particular but not 

limited to very low-level airspace). It addresses the needs to support all types of missions and may 

concern all drone users and categories of drones.ò 

In 2007, the Single European Sky ATM Research (SESAR) Joint Undertaking [90] was set up in order 

to define, develop and deploy what is needed to increase ATM performance and build Europeôs 

intelligent air transport system. In the context of unmanned traffic, a series of SESAR projects was 

kicked off, ranging from ñexploratory researchò (initial work) to very large demonstrators, i.e. 

demonstrating systems with preoperational Technology Readiness Level (TRL). An important project 

was the so-called CORUS project [16]. With part-funding from the EUôs Horizon 2020 programme 

through grant 763550, and in the context of the SESAR 2020 exploratory research programme, the 

SESAR Joint Undertaking (SJU) has sponsored the CORUS project to write a low-level Concept of 

Operations (ConOps) for U-space. As one target of U-space is the creation and facilitation of an open & 

competitive market, CORUS proposes a flexible high-level deployment architecture that can realise 

different actual deployments, ranging from a rather monolithic approach to more federated architectures, 

as depicted in Figure 2. 
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Figure 2 - UTM Deployment Overview as depicted in CORUS [62] 

A principal DTM (Drone Traffic Management system) integrates one or more Local DTM, which 

integrate several Drone Operator Systems. CORUS defines DTM as ñvariant of UTMò [62], with in 

5G!Drones DTM is to be understood equivalent to UTM1. Drone Operator Systems could be directly 

integrated to the Principal DTM as well. 

2.3.2. Interoperability within 5G!Drones 

For validation of U-space concepts described in CORUS, several VLD (Very Large Demonstrators) 

were started in parallel. To facilitate technical harmonisation between those projects, principles for U-

space architecture were published by SESAR [17], including examples for U-space architectures. 

 With a strong focus on SWIM (System Wide Information Management) & interoperability validated in 

demonstrations including five service providers, the Gulf Of Finland (GOF) USPACE architecture [17], 

as shown in Figure 3, is deemed to be a suitable candidate for the overall 5G!Drones UAV Verticals 

architecture. In this context, the Air Navigation Service Provider (ANSP), the Flight Information 

Management System (FIMS) and the U-Space Service Providers (USP) are notable entities of this 

architectural representation. The GOF USPACE architecture provides a framework for actors in and 

 

 
1 Typically, an UAV (Unmanned Aerial Vehicle, commonly referred to as drone) is part of an UAS (Unmanned Aerial 

System). Other components of an UAS (next to the drone) could be e.g. the GCS (Ground Control Station), ground 

infrastructure like radio base stations for command & control. As a UTM is meant to manage traffic, DTM is an equivalent 

part, focussing on the moving part of an UAS, the drone. 
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connected to U-space based on common principles for U-space architectures and SWIM principles ï as 

summarised in the ICAO 10039 Manual [18]: ñSWIM consists of standards, infrastructure and 

governance enabling the management of ATM information and its exchange between qualified parties 

via interoperable services.ò 

 

Figure 3 - GOF USPACE High Level Architecture [17] 

To integrate existing U-space service implementations by different vendors, Information exchange 

services were introduced to facilitate standardised data exchange. They are described using formal 

templates, separating logical, technical and runtime concerns into different standard documents. 

Descriptions on logical level, so called Service Specifications, are technology agnostic. They enable a 

modular and open system, as they are easier to keep self-contained and foster reuse of concepts while 

technology evolves in incremental steps. Service Specifications allow for technical variants in 

implementation. In Technical Designs, by describing APIs and protocols clear contracts are defined for 

data exchange. Technical contracts are key in Service-Oriented Architecture, and important to facilitate 

interoperability for stakeholders in the system.  

The relation of the Service Specifications, Technical Designs & Service Instances is depicted in Figure 

4. 
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Figure 4 - GOF USPACE Service Descriptions [63] 

Service Specifications were created in GOF USPACE to describe Information Exchange Services for:  

¶ Telemetry (Position Data); 

¶ Operation Plans (Drone Flight Plans); 

¶ Aeronautical Information Management (AIM )/Geofencing (Geo-awareness); 

¶ Alerts; 

¶ Registration Data. 

5G!Drones UAV Verticals will integrate existing products/systems based on the GOF USPACE 

architecture. Focus is put on the interface to the 5G ecosystem, which from a U-space perspective is seen 

as supplemental Data Service Provider. The existing service specifications will be reused and further 

evolved where necessary / applicable. These service specifications were created using templates, which 

have been evolved & proven in various domains and projects, and were even adopted by the International 

Association of Marine Aids to Navigation and Lighthouse Authorities (IALA ) for specification for E-

Navigation Technical services [64]. Based on the templates provided by the GOF USPACE project, 

services specification(s) for the interaction with network providers / trial Facilities will be created. 

Information exchange services ensure data exchange between both ecosystems, they connect business 

services on 5G (in the project scope especially at the test Facilities) and on U-space side. Specification 

for those services will be done in WP3. 
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2.4. Target Use Cases and Trial Scenarios 

2.4.1. Target Use Cases 

As a part of the 5G!Drones project, four UAV-based use cases have been identified where the use of 5G 

technology would have the greatest impact. Within each use case there are several scenarios (10 in total) 

that the 5G!Drones consortium plans to trial using the 5G infrastructure present at ICT-17 selected 

Facilities (i.e. 5G-EVE and 5GENESIS), as well as at the University of Oulu and Aalto University 5G 

testbeds. The details of the use cases and their respective scenarios are as follows: 

a. Use Case 1: UAV Traffic Management - The goal of this use case is to demonstrate the safe 

and secure incorporation of multiple UAVs into air traffic: 

i. Scenario 1: UTM command and control (C2) application: The purpose of this scenario 

is to showcase the C2 of multiple UAVs flying BVLOS using telemetry and video 

streaming data over 5G. The detailed description of this scenario can be found under 

Section 3.4.1.1 within D1.1; 

ii.  Scenario 2: 3D Map and supporting visualisation/analysis software for UTM: The main 

objective of this use case scenario is to assist UAV flight planners and operators in 

determining the best physical and 5G service conditions for flying their UAVs. A 

detailed description of this scenario can be found under Section 3.4.1.2 within D1.1; 

iii.  Scenario 3: UAV logistics: The purpose of this scenario is to demonstrate how UAVs 

through 5G Network capabilities can provide logistics solutions. Further details about 

this scenario can be found under Section 3.4.1.3 within D1.1. 

b. Use Case 2: Public Safety - The aim of demonstrating this use case is to showcase the need for 

5G-enabled UAV applications to provide emergency response in public safety situations: 

i. Scenario 1: Monitoring a wildfire: Within this scenario, a swarm of UAVs will be used 

to stream real-time video of a wildfire to fire fighters and rescue command centres. A 

detailed description of this scenario can be found under Section 3.4.2.1 within D1.1; 

ii.  Scenario 2: Disaster recovery: The goal of this scenario is to showcase the use of on-

demand 5G connectivity provided by UAVs to disaster-affected individuals and 

assisting first response teams by providing video analyses of real-time videos streamed 

by UAVs. Further details of this scenario can be found under Section 3.4.2.2 within 

D1.1; 

iii.  Scenario 3: Police, incl. Counter-UAS: The purpose of this scenario is to demonstrate 

how to remotely pilot UAV and use video analytics for Police tasks, including C-UAS 

activities, thanks to 5G communication. The detailed description can be found under 

Section 3.4.2.3 within D1.1. 

c. Use Case 3: Situation Awareness - The objective of this use case is to showcase how UAVs 

equipped with IoT devices can be used in various applications to gain further awareness of a 

particular situation: 

i. Scenario 1: Infrastructure inspection: Three sub-scenarios have been identified within 

this scenario which will showcase how UAVs equipped with IoT sensors and video 

camera can be used for inspection and surveillance applications. A detailed description 

can be found under Section 3.4.3.1; 
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ii.  Scenario 2: UAV-based IoT data collection: Within this scenario, UAVs equipped with 

sensors will collect data from multiple IoT devices on the ground and transmit the 

information to an edge server to conduct analyses. The detailed description of this 

scenario can be found under Section 3.4.3.2; 

iii.  Scenario 3: Location of UE in non-GPS environments: This scenario intends to provide 

UAV operators and ground control stations (GCS) visibility of UAVs in non-GPS 

environments when they are flying in visual line of sight (VLOS) and BVLOS. A 

detailed description can be found under Section 3.4.3.3 within D1.1. 

d. Use Case 4: Connectivity During Crowded Events 

i. Scenario 1: Connectivity extension and offloading: Within this scenario, UAVs will be 

used to understand network quality, video streaming and on-demand connectivity in the 

context of large showcasing events. The detailed description of this scenario can be 

found under Section 3.4.4.1 within D1.1. 

2.4.2. The context of the selected 5G Facilities 

As described earlier, the 10 use case scenarios are planned to be trialled at one of the four 5G Facilities 

located in France, Greece, and Finland. Given below is a brief summary of the four 5G testbeds and 

the scenarios that are going to be trialled within those Facilities: 

5G-EVE: EURECOMôs site which is a part of the 5G-EVE ICT-17 project, located in Nice, France, 

will be used to conduct multiple trials. The site deploys 5G NSA network, an OpenAirInterface RAN 

(OAI-RAN), and an ETSI-compliant MEC platform which will be used to trial the following use 

cases. A detailed description of 5G EVEôs Facilities can be found in D1.2 and on that basis, a 

dedicated gap analysis is performed in Subsection 5.1.2, later in this document. 

¶ Use Case 1: Scenario 1 - UTM command and control application; 

¶ Use Case 2: Scenario 1 - Monitoring a wildfire; 

¶ Use Case 2: Scenario 2 - Disaster recovery. 

5GENESIS:  DEMOKRITOSôs site which is a part of the 5GENESIS ICT-17 project, located in 

Athens, Greece, will be used to trial the scenario provided below. The 5GENESIS Facility has OAI 

5G-NR based on the NSA Option 3 and a MEC platform that will be used to trial the scenario. Further 

details of the 5GENESIS site can be found in D1.2 and on that basis, a dedicated gap analysis is 

performed in Subsection 5.1.4, later in this document. 

¶ Use Case 4: Scenario 1 - Connectivity extension and offloading. 

X-Network: The X-Network is a 5G testbed which is a part of Aalto University. The Facilityôs core 

network includes three virtualised EPC core network implementations and two MEC platforms which 

will be used to trial the following use case scenarios. A detailed description of the X-Network can be 

found in D1.2 and on that basis, a dedicated gap analysis is performed in Subsection 5.1.1, later in 

this document. 

¶ Use Case 1: Scenario 3 - UAV logistics; 

¶ Use Case 3: Scenario 2 - UAV-based IoT data collection. 

5GTN: The University of Oulu (Finland) 5GTN network currently has an Option 3 NSA deployment 

and Nokiaôs MEC solution which will be used to trial the following use case scenario. A detailed 
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description of 5GTN can be found in D1.2 and on that basis, a dedicated gap analysis is performed in 

Subsection 5.1.3, later in this document. 

¶ Use Case 1: Scenario 2 - 3D mapping and supporting visualization/analysis software for UTM; 

¶ Use Case 2: Scenario 3 - Police, incl. Counter-UAS; 

¶ Use Case 3: Scenario 1 - Infrastructure inspection; 

¶ Use Case 3: Scenario 3 - Location of UE in non-GPS environments. 
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3. 5G ARCHITECTURE 

This section gives a synthetic overview of the salient features of the 5G mechanisms that are relevant to 

the 5G!Drones architecture.  

In particular, subsection 3.1 starts with a general description of the 5G System, through the outline of 

both the next-generation radio access network and 5G core network architectures. In that context, one 

of the significant challenges faced by the 5G!Drones project is the deployment and resource isolation of 

end-to-end slices in the context of heterogeneous 5G Facilities. In addition, to handle the heterogeneous 

requirements for low-latency, high throughput and support for massive numbers of IoT and other devices 

simultaneously and over a shared infrastructure, 5G!Drones targets to make heavy use of network slicing 

and Multi -access Edge Computing (MEC) [5]. Therefore, the concepts of Software Defined Networking 

(SDN) / Network Function Virtualisation (NFV), slicing mechanisms and MEC are respectively 

introduced in 3.1.2, 3.1.3 and 3.1.4. Similarly, the envisioned deployment of UAV services supported, 

notably to enforce advanced BVLOS operations, requires an understanding of the introduction of UAVs 

in 5G systems. Therefore, a careful consideration must be given to the notions of capacity, spectral 

efficiency, coverage and spectrum usage. In that regard, subsections 3.1.5 and 3.1.6 give a relevant 

summary of how these concepts are handled in the context of 5G. Finally, since 5G!Drones also 

addresses scenarios for which IoT-based sensors represent a significant aspect of the trials, the concept 

of Massive Machine-Type Communications (mMTC) is described in 3.1.7, along with the summary of 

how legacy 4G technologies like NB-IoT and LTE-M are set to coexist in the context of 3GPP 5G 

systems. 

A second part of this section focuses on the different approaches taken by standardisation bodies such 

as 3GPP to consider the interoperability of 5G systems with UTMs. As is explained in 3.2, 5G systems 

must meet the connectivity needs of unmanned aerial systems for the safe operation of UAVs. In 

addition, this insertion of UAVs in 5G networks must not be detrimental to the experience of the existing 

users. Therefore, both aspects are addressed by standardisation groups, in particular within 3GPP since 

Release 15. 

Finally, section 3 gives a description of the potential interrelations between the 5G!Drones architecture 

with relevant projects from the 5G Infrastructure Public Private Partnership (5G PPP) and concludes 

with part 3.3.2, outlining the further enhancements to expect within 3GPP, mainly in the context of 

Release 17 and beyond. 

3.1. Relevant 5G Features 

3.1.1. NG-RAN, 5G Core 

The 5G NG-RAN (Next Generation - Radio Access Network) key element is a Base Transceiver Station 

(BTS), which provides means for data transfer from the User Equipment (UE) to the 5G Core and 

Internet. More precisely, 3GPP defines a BTS as a RAN network element responsible for radio 

transmission and reception in one or more cells to or from the user equipment. A BTS may have an 

integrated antenna or be connected to an antenna by feeder cables [47]. Moreover, The NG-RAN 

architecture is described in [48], while the BTS for radio transmission and reception is defined by 3GPP 

in [49]. 
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Figure 5 - 5G NG-RAN 

NG-RAN, as depicted in Figure 5, consists of i) radio Digital Unit (DU), which itself encompasses a 

base band and functionality for controlling radio unit and ii)  Radio Unit (RU), which contains 

transmitter(s) and receiver(s). The BTS hosts several functions like UE connection setup and release, 

routing of user plane data, radio resource management (including Radio Bearer Control, Radio 

Admission Control, Dynamic allocation of resources to UEs in both uplink and downlink, and so on). 

NG-RAN typical installations may adopt the following implementation choices: 

¶ Classical installations, in which all the radio network processing is done close to the antenna and 

Radiofrequency (RF). In addition, some options allow performing all the baseband processing in 

the centralised location or split functions to lower and higher layers. Delay critical functionalities 

are in the RF unit (low layer) and less delay critical functions in the edge cloud unit (high layer). 

This type of split is referred to as Centralised Unit ï Distributed Unit (CU-DU) split.  

¶ Most implementations include CU-DU split, with some going further to also include exposure of 

Common Public Radio Interface (CPRI) creating a split in the radio equipment between a Remote 

Unit (RU), Distributed Unit (DU) and Centralised Unit (CU) [10]. 

Furthermore, 5G Network deployment types in 3GPP Release 15 include different options [78] either 

with the evolved packet core (EPC) or with the 5G Core network (5GC) [50]. The 5G system, which 

involves a 4G element, is called a Non-Standalone solution (NSA) and system without the 4G element 

is referred to as Standalone (SA). In the SA solution, both user plane and control plane use the 5G Core. 

The SA network allows lower latency and faster setup time, plus new end-to-end services. In general, 

the NSA solution with dual connectivity to the LTE elements (as depicted in option #3 in Figure 6) 

seems to be a favoured option when starting a 5G network deployment, as it provides 5G data rates for 

enhanced mobile broadband. In addition, it allows operators to reuse existing investments for the EPC. 
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Figure 6 - 4G and 5G deployment options [78] 
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Figure 7 - 5G Core Services Based Architecture 

5GC brings the concept of Services-Based Architecture (SBA). In the SBA representation, the NG-RAN 

is connected to 5GC via NG-C to the Access and Mobility Management Function (AMF) and NG-U to 

the User Plane Function (UPF). A brief description of the prominent 5GC basic elements, depicted in 

Figure 7 can be given as follows: 

¶ A user plane, which takes care of the actual data flow: 

o UPF takes care of user data and supports flow-based QoS; 

o N3IWF (Non-3GPP Interworking Function) is a core network function for the integration 

of the stand-alone untrusted non-3GPP access to core. 

¶ A control plane, which takes care of following functions: 

o AMF (Access and Mobility Management Function) to manage access control and 

mobility; 

o AUSF (Authentication Server Function) facilitates an authentication framework; 
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o UDM (Unified Data Management) stores subscriber data and profiles; 

o SMF (Session Management Function) is the only function which establishes and manages 

sessions for all access types according to the network policy; 

o AF (Application Function) for applications; 

o PCF (Policy Control Function) takes care of QoS. Moreover, it supports network slicing, 

roaming and mobility policies; 

o NRF (Network Repository Function) provides registration and discovery functionality; 

o DSF (Data Storage Function) for data storage; 

o NEF (Network Exposure Function) is an extension of the Service Capability Exposure 

Function in 4G networks. It is worth noting that from the UAV Vertical viewpoint, the 

NEF service is the contact point to 5G, as the NEF exposes 5GC functionalities to third 

parties. 

3.1.2. Principles of SDN/NFV 

This section builds on-top of the 5GENESIS work on NFV and SDN [79], with adaptations towards the 

specific context of 5G!Drones. 

3.1.2.1. Network Function Virtualisation (NFV) 

NFV technology was initiated in 2012 by the European Telecommunications Standards Institute (ETSI) 

NFV Industry Specification Group (NFV ISG), to allow customers to transfer the networking functions 

from vendor-specific and proprietary hardware appliances to software hosted on Commercial Off -The-

Shelf (COTS) platforms [19]. The main idea is to provide the network services in virtual machines 

(VMs) working in Cloud infrastructures, where each VM can perform different network operations (e.g. 

firewall, intrusion detection, deep packet inspection, load balancing) [20]. The main benefits of 

deploying network services as virtual functions are: (1) flexibility in the allocation of network functions 

in general-purpose hardware; (2) rapid implementation and deployment of new network services; (3) 

support of multiple versions of service and multi-tenancy scenarios; (4) reduction in capital expenditure 

(CAPEX) by managing energy usage efficiently; (5) automation of the operational processes, thus 

improving efficiency and reducing operational expenditure (OPEX) costs. 
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Figure 8 - NFV MANO Architecture  [79] 

The NFV Architecture depicted in Figure 8 is comprised of four main functional elements [21]: 

¶ The Virtua l Network Function (VNF) layer virtualises a certain NF, that operates 

independently of others. A particular VNF can run on one or more VMs and it can be divided 

into several sub-functions called VNF Components (VNFCs). VNFCs monitoring is performed 

using Elemental Management Systems (EMSs). Automation of the operational processes is 

feasible and results in improvement of the efficiency and reduction of the OPEX costs.  

¶ The NFV Infrastructure (NFVI)  is comprised of all the hardware and software required to 

deploy, operate, and monitor the VNFs. Particularly, NFVI includes a virtualisation layer 

necessary for abstracting the hardware resources (processing, storage, and network connectivity) 

to ensure independence of the VNF software from the physical resources. The virtualisation layer 

is usually composed of virtual server (e.g. Xen [22], Linux-KVM  [23], Dell-VMware [24], etc.) 

and network (e.g. VXLANs [25], NVGRE [26], OpenFlow, etc.) hypervisors. The NFVI Point 

of Presence (NFVI-PoP) defines a location for network function deployments as one or many 

VNFs.  

¶ NFV management and orchestration (MANO) is comprised of three components:  

o The Virtualised Infrastructure Manager (VIM), which manages and controls the 

interaction of VNFs with physical resources under its supervision (e.g. resource 

allocation, deallocation, and inventory), 

o The VNF Manager (VNFM), which is responsible for managing the VNF life-cycle (e.g. 

link initiali sation, suspension, and termination),  
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o The NFV Orchestrator (NFVO), which is responsible for realising network services on 

NFVI. Also, NFVO performs monitoring operations of the NFVI to collect information 

regarding operations and performance management.  

¶ Operations support systems and business support systems (OSS/BSS) element comprises the 

legacy management systems and assists MANO in the execution of network policies. The two 

systems (OSS and BSS) can be operated together by telecommunications service providers or 

operators, either automatically or manually to support a range of telecommunication services.  

3.1.2.2. Software Defined Networking (SDN) 

The basic architecture of SDN uses modularity-based abstractions, similar to formal software 

engineering methods. A key abstraction of the SDN paradigm is the separation of the network control 

and forwarding planes. Conceptually, in SDN networks, resources are treated as a dynamic collection of 

arbitrarily connected forwarding devices with minimal intelligence. A typical SDN architecture divides 

processes such as configuration, resource allocation, traffic prioritisation, and traffic forwarding in the 

underlying hardware, using a 3-tier structure consisting of application, control, and data planes as 

highlighted below and depicted in Figure 9.  

¶ Tier 1 - Data (forwarding) plane: The Data plane is the set of network physical components 

(switches, routers, virtual networking equipment, firewalls, middle box appliances, etc.), almost 

the same as in conventional networks. It aims at efficiently forwarding the network traffic based 

on a certain set of rules as instructed by Tier 2 - Control plane. That way, SDN technology makes 

the hardware (physical) infrastructure of the network rather flexible, by removing intelligence 

and isolated configuration per network element, and moving these functionalities to the control 

plane.  

¶ Tier 2 - Control plane: The Control plane contains the logic to decide on how traffic can be 

routed through the network from one node to another based on end user application requirements. 

Such control logic is incorporated into external software application elements called SDN 

controllers. An SDN controller handles all Tier-1 forwarding devices by translating individual 

application requirements and business objectives (e.g. traffic prioritizing, access control, 

bandwidth management, QoS) into relevant programmable rules and announcing them to the 

data plane. By introducing programmability through these rules, þow tables can be manipulated 

in individual elements in real time, based on network performance and service requirements.  

¶ Tier 3 - Application plane: The Application plane is the layer to include all applications and 

services of the network. Conceptually, the application plane is situated above the control plane 

to enable applications communicating with data plane through requesting network functions from 

control plane, while performing network related tasks. The Application plane uses APIs to 

capture the individual application parameters (delay, throughput, latency, etc.), based on which 

the SDN controller configures the individual network elements in the data plane for efficient 

traffic forwarding [27], [28]. 

The SDN controllers represent the focal point in the SDN system to oversee and manage the flow of 

traffic among southbound switches/routers (network-wise) by using APIs according to each application 

requirements. In order for an SDN controller to perform such tasks, it requires information regarding the 

state of the underlying network provided by collections of pluggable modules, which perform different 

information gathering procedures about the data link layer devices, providing full inventory of the 

network below, as well as devices capabilities. In addition, when the SDN controller has full view of the 

network, it adds extensions and bundles to improve the controller capabilities and provide customised 
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forwarding rules created using algorithms that analysed information and statistics gathered from the 

network.  

 

Figure 9 - Three-tier structure of a typical SDN controller [79] 

There are two different approaches to reach the logical centralisation of the SDN Control Layer - 

Single and Distributed controller [29]: 

¶ Single Controller: In single controller implementation, only one instance of an SDN controller 

exists in the network. All the switches are connected and controlled by that single machine in a 

centralised manner. Many early SDN adopters are using this solution. 

¶ Distributed Controller: The distributed controller addresses the two principal issues that appear 

in the single controller approach: (a) Scalability, when the SDN controller has to handle multiple 

forwarding path requests from switches, and (b) Robustness, when, in case of a controller failure, 

switches are not able to forward new packets and eventually the entire network collapses. In the 

distributed controller approach, the SDN control plane consists of multiple SDN Controllers, 

which can share the load in the network equally. Furthermore, one controller can take over 

another controller when it crashes, thus fixing both issues that exist in the single SDN controller. 

3.1.3. Slicing Mechanisms 

Network slicing is relatively a new concept that allows for the creation of multiple network instances 

over a shared infrastructure. The NGMN [30] has proposed the widely used description of network 

slicing. In general, network slices are dynamic, virtual network instances, mutually isolated and typically 

built on a distributed cloud infrastructure, in which the slice is implemented as a set of interconnected, 

softwarised network functions. The main enabler of network slicing ETSI NFV MANO [2] framework 

that is used for slice orchestration and management. The MANO is responsible for converting the 

abstracted description of a slice into a set of network functions providing their optimal placement within 
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the infrastructure during the slice deployment phase and dynamically allocates resources to slices during 

their runtime. There are multiple benefits of network slicing: 

¶ Each network slice can be properly customised to its service(s); 

¶ Slices can be deployed on-demand; 

¶ Slices are inherently isolated; 

¶ Slice tenant does not need to own any infrastructure; 

¶ A possibility of delegation of slice management (partially or fully) to slice tenants. 

The economic aspect of infrastructure mutualisation and multi-tenancy is also positive because the 

capital expenses associated with the creation of a single network slice and further operational costs will 

be lower in comparison to the classical case. Due to the mentioned features, the network slicing 

technology will revolutionise the way in which networks and services are built and operated. The slicing 

concept is also seen as a key enabler of 5G. At present most researchers use the centralised management 

and orchestration for network slicing as defined by ETSI NFV MANO [31] where the network slice is 

treated just as a MANO Network Service (NS). 

The works of 3GPP on 5G network slicing follow the NGMN concept. According to 3GPP, the universal, 

all-services network (like LTE so far) will be sliced into parallel separate networks specifically tuned to 

support specific classes of services with distinct characteristics. The 5G RAN (NR) is treated separately 

from 5G Core (5GC). Moreover, the independent slicing of system planes (user/control) and a further 

split of control plane functions into common and slice-specific ones is described in [32]. The common 

control plane functions include slice selection, authentication and mobility management. One of the 

benefits of such an approach is the effective handling of the handover of UEs that are simultaneously 

attached to several slices. The 3GPP reports [33], [34], [35] and [36] describe generic and network slice-

specific management and orchestration of softwarised networks. The already published 3GPP standards 

concern topics related to slice management [37], provisioning [38], [39], selection [40] and security [41]. 

The approach of 3GPP is suited for mobile networks and tightly coupled with the 3GPP network 

architecture defined in Releases 15 and 16. It does not go into details of underlying network slicing 

technology, referring rather to ETSI NFV framework mechanisms, except for the slice selection 

mechanisms. The 3GPP defines a Communication Service that uses a Network Slice (NS). The network 

Slice is typically composed of multiple Network Slice Subnets (NSS) which in turn are composed of 

Network Functions (NF). 
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Figure 10 - Network Slice Subnets, Network Slice and Communication dependencies (based on [34]) 

The 5G System (5GS) allows for instantiation of multiple Network Slice Instances (NSI) or Network 

Slice Subnet Instances (NSSI) as shown in Figure 10. Several NSIs may share the same NSSI (as shown 

in Figure 11). Each NSSI or NSI has its unique identifier. 

 

Figure 11 - Creation of end-to-end 3GPP compliant slices (based on [37]) 

The network slicing support by NR is defined in [42]. According to this document NR is aware of the 

existence of slices, traffic for each slice is handled by different PDU sessions. In opposite to generic 

slicing, the NR slicing is not using MANO but is based on Resource Blocks scheduling or L1/L2 

configurations. For slice selection, the Single Network Slice Selection Assistance Information (S-

NSSAI) issued by UE or 5GC is used. In NR there is slice-aware admission and congestion control ï in 

case of overloading of a requested slice, the UE may be attached to default one. The slice coverage may 
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be limited to selected areas only, and outside them the UE may be also attached to some default general 

NSI. 

The 5GS in SA implementation is needed in order to support network slicing. The architecture of 5GC 

with marked red components involved (supporting) in network slicing is shown in Figure 12. 

 

Figure 12 - 5GC support for network slicing (based on [7]) 

The role of the control plane functions in network slicing is the following [7]:  

¶ Access and Mobility Management Function (AMF) ï is a common function for all slices to which 

the UE is attached; 

¶ Network Slice Selection Function (NSSF) plays a key role in network slicing. It is used for slice 

selection; 

¶ Network Exposure Function (NEF) can be attached to each NSI/NSSI; 

¶ Network Functions Repository Function (NRF) keeps information about functions allocated to a 

slice; 

¶ Network Data Analytics Function (NWDAF) allows for data analytics on a per slice level; 

¶ Unified Data Management (UDM) keeps information about usersô subscriptions to slices (access 

rights, etc.). 

The UE can be attached up to 8 slices of the same network operator using one signalling connection for 

all of them. The multi-operator attaching is not considered. In case of such requirement, the dual/multi-

SIM UE has to be used. The following Slice/Service Types (SSTs) are currently defined: 

¶ eMBB ï enhanced Mobile Broadband; 

¶ mMTC ï Massive Machine Type Communication; 

¶ URLLC ï Ultra Reliable Low Latency Communication; 

¶ V2X ï Vehicle to X slice type used for car communications. 

The first three ones are the classes defined by ITU-R [43] and further commonly followed by different 

bodies and organisations. The last one has been recently added by 3GPP in R16. Other SSTs (e.g. for 

UAVs C2 transmission) may be added in the future. 
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There are four categories of network slice management operations. The first one is related to slice 

preparation, the second one to slice installation, configuration and activation, the third one is related to 

slice run-time management, and the fourth one deals with slice instance decommissioning (see Figure 

13).  

 

Figure 13 - Network slice instance management phases [34] 

The general information used to describe a network slice instance may include: 

¶ Resource model information: describes the static parameters and functional components of 

network slice, network slice type (e.g. eMBB), priority, etc.; 

¶ Management model information: describes the information model used for network slice 

lifecycle management; 

¶ Capability model information: describes the capability (e.g. service type, UE mobility level, 

density of users, traffic density), QoS attributes (e.g. bandwidth, latency, throughput) and 

capacity (e.g. maximum number of UEs). 

The slice tenant, according to [38] has the following management rights related to its slice instances: 

¶ Exposure of network slice management data: enable the network slice management service 

consumer to obtain network slice management data (e.g. performance and fault management 

data); 

¶ Exposure of network slice management capability: enable authorised network slice management 

service consumer to obtain certain management capability to manage the network slice instance 

(e.g. provisioning) through the exposure interface; 

¶ Creation of a 3GPP NF: to enable the authorised consumer to request creation of an instance of 

3GPP NF (VNF); 

¶ Configuration of a 3GPP NF instance: to enable the authorised consumer to request configuration 

of a 3GPP NF instance; 

¶ Network slice resource capacity planning: to calculate the capacity of network slice instances 

and network slice subnet instances; 

¶ Network slice subnet management with assigned priority: to assign priority on the existing 

network slice subnet instance(s). 

The work on network slicing is still in progress. Yet, there is no commercial 5G network deployment 

yet with support of network slicing. 
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3.1.4. Multi-Access Edge Computing 

Multi -access edge computing (MEC) is an Industry Specification Group (ISG) within ETSI aiming to 

leverage IT and cloud-computing capabilities within the mobile telecommunications networks [6]. Ultra-

low latency and high-bandwidth along with real-time access to radio network information that can be 

utilised by applications are some of the characteristics of the edge environment created by the ETSI 

MEC standard. On the 3GPP domain, a set of enablers to support edge computing are given in the 3GPP 

TS 23.501 system architecture specification [7]. In addition, it is mentioned that the NGC may expose 

network information and capabilities to an Edge Computing Application Function. The idea is to handle 

MEC as a 5G-application function via these enablers.  

Multi -access edge computing (MEC) provides a new ecosystem and value chain. Operators can open 

their RAN edge to authorised third-parties, allowing them to flexibly and rapidly deploy innovative 

applications and services towards mobile subscribers, enterprises and vertical segments [1]. 

MEC implements:  

¶ A MEC platform, and an Edge Cloud to run applications that control drones; 

¶ Cloud resources to run VNFs; 

¶ Service elasticity: capacity to increase/decrease resources used by the UAV slices. 

Edge computing comes with the promise of low latency, and this is critical for the delay-sensitive 

components that many of the 5G!Drones use case scenarios involve. Moreover, edge computing is 

acknowledged as one of the key pillars for meeting the demanding KPIs of 5G, especially as far as low 

latency and bandwidth efficiency are concerned [1]. 

5G networks based on the 3GPP 5G specifications are a key future target environment for MEC 

deployments. The 5G system specification and its Service-Based Architecture (SBA) leverage the 

service-based interactions between different network functions, aligning system operations with the 

network virtualisation and SDN paradigms [1] as illustrated in Figure 14. 

 

Figure 14 ï 5G Service Architecture and a generic MEC system architecture [1] 
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With 5G, the starting point is different, as edge computing is identified as one of the key technologies 

required to support low latency together with mission critical and future IoT services. This was 

considered in the initial requirements. The system was designed from the beginning to provide efficient 

and flexible support for edge computing to enable superior performance and QoE [1], [2]. Besides, 

although all ETSI MEC specifications are defined with the intent of enabling a self-contained MEC 

cloud able to exist in different cloud environments, in most telco environment the need is to extend NFV 

into the MEC realm. To that end, ETSI MEC has defined a MEC-in-NFV reference architecture in [3] 

and illustrated in Figure 15. 

Generic reference architecture  

This reference architecture shows the functional elements that comprise the multi-access edge system 

and the reference points between them. There are three groups of reference points defined between the 

system entities: 

¶ Reference points regarding the MEC platform functionality (Mp); 

¶ Management reference points (Mm); 

¶ And reference points connecting to external entities (Mx). 

 

Figure 15 ï Multi -access edge system reference architecture variant for MEC in NFV [3] 
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The multi-access edge system consists of the MEC hosts and the MEC management necessary to run 

MEC applications within an operator network or a subset of an operator network. The MEC host is an 

entity that contains a MEC platform and a virtualisation infrastructure which provides compute, storage, 

and network resources, for the purpose of running MEC applications. The MEC platform is the collection 

of essential functionality required to run MEC applications on a particular virtualisation infrastructure 

and enable them to provide and consume MEC services. The MEC platform can also provide services. 

MEC applications are instantiated on the virtualisation infrastructure of the MEC host based on 

configuration or requests validated by the MEC management.  

The MEC management comprises the MEC system level management and the MEC host level 

management. The MEC system level management includes the Multi-access edge orchestrator as its core 

component. The MEC host level management comprises the MEC platform manager and the 

virtualisation infrastructure manager, and handles the management of the MEC specific functionality of 

a particular MEC host and the applications running on it.  

The MEC host is an entity that contains the MEC platform and a virtualisation infrastructure which 

provides compute, storage, and network resources for the MEC applications. The virtualisation 

infrastructure includes a data plane that executes the traffic rules received by the MEC platform, and 

routes the traffic among applications, services, DNS server/proxy, 3GPP network, other access networks, 

local networks and external networks. 

Figure 16 shows the ability to offer an environment where the MEC applications can discover, advertise, 

consume and offer MEC services, including, when supported, MEC services available via other 

platforms (that may be in the same or a different MEC system) [4].  

 

Figure 16 ï New application development paradigm introduced by MEC [4] 

MEC enables the implementation of MEC applications as software-only entities that run on top of a 

virtualisation infrastructure, which is located in or close to the network edge. The MEC framework 

shows the general entities involved. These can be grouped into system level, host level and network level 

entities, as depicted in Figure 17. 


















































































































