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Executive Summary

This deliverable presents tB&!Dronesoverall architecture design. The objective is twofildtly, to
support the selected use cases over a federated;domoiain 5G infrastructure, angecondly,to
effectively manage theuccessfuéxecuion of largesale UAV trials. To that endhedocumenstarts
with the presentation of introductive and contextual informatiooyderto clarify the general purpose
of 5G!Drones andto shedlight on the structuring environment that has a significant influenceeon th
projecd system architecturdhis is notablythe caseof the UTM and USpaceconceptswhich are
summaised accordingly along with the outcomes of relevdfiiropearmprojects

On that basis, the deliverable then provides a synthetic overview of the main generic aspects of the 5
architecture that are relevanti&!Drones This overview starts with a general description of the 5G
system, followed by a more irdepth description fosoftwaredefined networking, network function
virtualisation network slicing and mukaccess edge computinghich, among other topics explained

in this overview,are key concepts for the support of #@!Dronesoverall architectureln addition,

specal focushas been putn the different approaches taken by standatainbodies such as 3GP,P

to consider the interoperability of 5G systems with UTMi&ewise, adescription of the potential
interrelations between theG!Dronesarchitecture with releant projects from the 5G Infrastructure
Public Private Partnership (5G PR#&hoted

Having set the context and prevailing principléise deliverable proceeds with thehigh-level
representation of the over&lG!Dronesarchitecturghat consists of seva entities, such as the Portal,
the Trial Controller, the Abstraction Layer, the 5G Facility Infrastructure Monitoring, {8pade entity

and the USpace Adapterlt presentsin detail the cornerstone of the envisaged architecture, the
5G!Drones Trial Controller and its components the Trial Scenario Execution Engine, the Trial
Architecture Management Plane and the KPI Assessment and Data Gathering compdin@ntthese
interact togethers well aswith the UAV verticals anthe5G Facilities in orderto enforce the relevant
UAYV service logic.On top, the presented stuthvestigates howhe UAV use case requirements will

be met by thenember5G Facilities by presentinghe respectivegap analysis in the context of the X
Network, 5GEVE, 5GTN and SENESISFacilities revealing the focal points for target development
per caselt is noteworthy that not all platforms share the same gpanat. While allFacilities miss the
UTM functions, 35ENESIS isalready furnished with functional experimentation, tools and components
that shall be leveraged for comparison and benchmarking of the 5G!Drones architecture on diverse ar
heterogeneous testbed environments.

Furthermorethe documenprovidesa highlevel architectural description of the 5G systaymponents
as well as the UAMEnablersvhich shall ke designed in thBG!Dronesproject With this last part, the
objective is to support, on the architectural level, the design and develbpitieese components within
the project Work Packages WP2 and WP3, as well as their trial in Work Package WP4.

Finally, the concluding section of this deliverable formulatesiind steps towards the final revision of
the system architecturehich will be reported in deliverable D1.6
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3GPP 3rd Generation Partnership Project

5G 5th Generation

5GC 5G Core

5G PPP  5G infrastructure Public Private Partnership
5GS 5G System

AIM Aeronautical Information Management

AMF Access and Mobility Management Function
ANSP Air Navigation Servicdrovider

APN Access Point Name

ATM Air Traffic Management

BTS Base Transceiver Station

BVLOS Beyond Visual Line of Sight

Cc2 Command and Control

CMS Configuration Management Server

CN Core Network

CONOPS Concept of Operations ¢Space)

COTS Commercial OffThe-Shelf

CPRI Common Public Radio Interface

CSP Communication Service Provider

CuU Centralized Unit

DDoS Distributed Denial of Service

DT™M Drone Traffic Management

DU radio Digital Unit(first meaning) or Distributed Unit (second meaning)
Dx.y Deliverable number y of WP x

eMBB enhanced Mobile BroadBand

eNB enhanced Nod8

EPC Evolved Packet Core

ETL Extract, Transform, Load

FIMS Flight Information Management System

GCS Ground Control Station

GMS Group Management Server

gNB Next Generation NodB

GOF U-space demonstration in ti&ilf of Finland

GPRS General Packet Radio Service

GTP GPRSTunnellingProtocol

HAP High Altitude Platform

HSS Home Subscriber Server
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IALA International Association of Marine Aids to Navigation and Lighthouse Authorities
IAM Identity and Access Management
[dMS Identity Management Server
IM Infrastructure Monitoring
IRP Integration Reference Point
ISG IndustrySpecification Group
ITU International Telecommunications Union
KMS Key Management Server
KPI Key Performance Indicator
LBO Local Breakout

LPWA Low Power Wide Area
MANO MANagement and Orchestration

MCS Multimedia Mission Critical Services
MEAO Multi-access Edge Application Orchestrator
MEC Multi-access Edge Computing

MEP MEC Platform

MFA Multi-Factor Authentication

MIMO Multiple Input Multiple Output

MME Mobility Management Entity

mMTC massive Machindype Communications
NAC Network Access Control

NEF Network Exposure Function

NFV Network function virtuakation

NG-RAN Next Generation Radio Access Network
NR New Radio

NRF Network Functions Repository Function
NSA Non-Standalone

NSI Network Slice Instance

NSSF Network Slice Selection Function

NSSI Network Slice Subnet Instance

NTN Non Terrestrial Network

NWDAF  NetWork Data Analytics Function

OAl OpenAirinterface

OSM Open Source MANO

PEP Policy Enforcement Point

PGW Packet Data Network Gateway

PM Performance Monitoring

PNF Physical Network Function

ProSe Proximity Services
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QoE Quality of Experience
QoS Quality of Service
RAN Radio Access Network
RF Radiofrequency
RU Radio Unit(first meaning) or Remote Unit (second meaning)
SA StandAlone
SBA ServiceBased Architecture
SCC Security Control Classes
SDN SoftwareDefined Networking
SECaaS SECurity as a Service
SD-SEC  SoftwareDefined SECurity
SESAR Single European Sky ATNResearch
SGW Serving Gateway
SIEM Security Information and Event Management
SNMP Simple Network Management Protocol
SNSSAI  Single Network Slice Selection Assistance Information
SWIM SystemWide Information Management
TRL TechnologyReadiness Level
UAS Unmanned Aerial System
UAV Unmanned Aerial Vehicle
UDM Unified Data Management
UE User Equipment
UPF User Plane Function
URLLC Ultra-Reliable Low Latency Communications
USP U-Space Service Provider
UTM UAS Traffic Management
VIM Virtualised Infrastructure Manager
VLD Very Large Demonstrator
VLOS Visual Line of Sight
VM Virtual Machine
VR Virtual Reality
WP Work Package
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1. INTRODUCTION

1.1. Objective of the document

The primary objective of this deliverable is the presentation of the overall architecture design to suppor
the selected use cases over a federated,-gantain 5G infrastructure, and also to execute lage
UAV trials. To that end, the document givesynthetic view of the underlying 5G architecture needed
to deploy the target vertical services, as defined in the use cases elaborated iRuRhetmore,
deliverable D1.3 seeks to identify and give a Higlel description of the architectural compoits to
provide the necessary infrastructure support for these selected useCoasegjuentlythis document

is intended to provide an initial suppddr the activities of WP3, in which those architectural
components will befurther devised and implememal. It is worth highlighting that this notion of
architectural component both encompasses all necessary 5G system components, aallvibl as
5G!Dronesenablersnore specifically needed by the service logics of the target use bapasticular,

this deliverable intends to provide a hilglvel design of the management plane for the execution of the
UAV trials, with the intention to support the detailed desiggh inplementation of th&G!Dronestrial
controller, in WP2.

1.2. Structure of the document

After a concise introductory sectioBgction2 gives general key aspects so that the reader understands
the general purposes®6G!Dronesas well as the structuring @émnment that impacts the project system
architecture. In particulaSection 2provides a conceptual representation of the entities and roles at
stake, as well as an outline of the general landscape of UTMs and relevant regulatorySeotices 2
alsobriefly outlinesthe UAV use cases which arelevant in theestof this document and provides
references to thed{depth studies reported in other deliveralfthe project.

On that basis, the purposeS#ction3 is to providea synthetic overview of the magenericaspects of

the 5G architecturthat are relevant t6G!Drones In particular, a large subsection is dedicated to the
different approaches taken by standsationbodies such as 3GP#® consider the interoperabyliof

5G systems with UTMsSection 4thengives a high level and conceptual representation of the overall
5G!Drones architecture design. In particular, gresentsthe main 5G!Drones Trial Controller
components which allow interacting with the UAV vertgaind 5G-acilitiesto enforce the relevant
UAV service logic.

Furthermore, since the project envisions the trial of UAV use cases associated to spde#lifies

four gap analyses are conductedsection5, respectively in the context of theNetwork, 5GEVE,

5GTN and 5GENESIS Facilities The objective here is to identify which of the UAV service
requirements can be met with the provided 5G architectures, and which UAV use case features requi
the development of specific components, whose ideatifin is the purpose of this section.

On that premiseSection6 gives a higHevel architectural description of the 5G system components as
well as the UAV service components which shall be designed iB@herones The outcome of this
section is notably intended to support the detailed component designs and intpliemeiof WP2 and
WP3. Finally,Section7 gives the concluding remarks as well as the next steps towards the final revision
of the system architecture, due at Month 18.
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1.3. Target Audience

This document mainly targets the following audience:

)l

The Project Consortium and Stakeholders especiallycontributing beneficiaries of the design

and implementatiowork package$WP2& WP3) but also the ones in charge of theegration

and trial validation (VP4). In this regard, the initial architecture desigelivered by this
document will support the further elaboration of the components to provide the necessary
infrastructure support for the selected use cases. That includes all the necessary 5G syste
components, as well as the spediitg!Dronesenablersilt is also worth noting that the high level
description othemanagement plarfer the execution of the trials is intended to support the rest

of the project consortium, notably in the context of WP2, as the basis for the detailed design ant
implementan of the5G!Dronestrial controller,

The Research Community Industry and funding EC Organisation to i) summaise the
5G!Dronesscope, objectives and intended project innovatandi) detail theinitial design of
the 5G!Dronessystem architectureThe objective is to facilitate thenderstanishg of which
architectural components need to be designed by the psojesto be able to fully demonstrate
and measurthe provided technological advancemeatsall target ICT17 5G Faility sites

The broadest possible technical and netechnical audience(General public) to obtain a
better understanding of tiseope objectivesand general architecture of th&!Dronesproject

D1.3
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2. 5G!DRONES KEY ASPECTS

With this section, general key aspeer® presented, for a better understanding of the purposes of
5G!Dronesas well aghe structuring environment that is likely to impact the project system architecture.
Therefore, after a brief description of the pobjebjectives,Section 2 provides a conceptual
representation of the entities and roles at stalduding the concepts of UAV vertical, Trial Controller

and 5G Facility in the context &fG!Drones This is followed by an outline of the general landsaape
UTMs, the relevant regulatory bodiesd associated research programs, in particular at a European
level Section 2 also briefly outlines the UAV use cases which are relevant in the rest of this documen
and provides referencés other deliverables faaring in-depthuse case studies.

2.1. Project Objectives

The 5G!Dronesproject aims to trial several UAV use caseseringeMBB, URLLC and mMTC 5G
services, and validate the relevant 5G KPIs that apply to such challenging use cases. The project buil
on top of the 5GFacilities provided by the ICT17 projects, identifies and develops the missing
components to trial the UAV use cases. To ease and automate the execution of trials by the vertical
that are the main users BG!Drones the project builds a soffwe layer that exposes a hitgvel API

to be used in order to request the execution of a trial according to the scenario of interest.

In this respect, the main objectives of the project include:

1. The analysis of the performance requirements of UAV vértead appl i cati ons
models in 5G

2. The design and implementation of th&!Dronessoftware layer (or system) to execute UAV
trials;

3. The design of a higlevel scenario descriptor language to run amalysethe results of the UAV
trials;

The design and implementation®®!Dronesenablers for UAV trials and operatigns
The validation of the 5G KPIs that demonstrate the adequate execution of UAV use cases
The validation of UAV KPIs using 5G

The use of advared data analytics tools to visis# and deeplyanalysethe trial results, and
provide feedback to the 5G and UAV ecosystem

N o o bk

8. And finally, the dissemination, standasdtionand exploitation o6G!Drones

The project plans to offer innovations in the UA¥Trtical industry through application scenarios that
harness the 5G potential, and in the network and infrastructure domain through the development of tt
necessary system support. Furthermore, the project sets out to contribute to innovative methodologi
and tools for largescale experimentation. In summary, the main innovations expectb&!Brones

are:

1 Business and regulatory aspects, through the definition of a business and financial analysi
framework for the UAV ecosystem considerimgrticalservicerelated KPIs and the ongoing
regulatory developments

i1 Trial Execution, through the development of automation tools for 5G trials, innovative data
management analysis and visgationtools, and monitoring & management interfaces towards
verticals, facility operators and experimenters
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1 5G Infrastructuresupport, through mukdomain slice orchestration, MEC architecture
extensions and E2E network slicing security

1 Vertical Services, through development of new 5G enabled vertical servatedimg public
safety, emergencyresponse, situation aware Tloand enhanced connectivity services.
Furthermore, innovatioms expectedn the area of novel UAS traffic management including
virtual reality-basedservices an@eyondVisual Line Of $ght (BVLOS) operations

On this basis, the outcomes of deliverable D1.3 support the p@ipgettives2 and 4, by providing a
high-level architectural view on top of which the design and implementatioB@heronessoftware
system layeObjective2) and the enablers for UAV trials and operatiQbjective4) can be built.
Indeed, the identification and architectural description of the 5G system components, as well as of th
5G!Dronesenablers, is intended to provide a highel and iniial support for the activities, notably in
WP2 and WP3, that seek to address both objectives. It is also worth thatirigis deliverable gives a

high level description of the way the5!Dronestrial controller will interact, via its components and
spedfic interfaces, to the Network Slices, UAV components and th&&€iitiesto gather all required

5G KPIs and servickevel KPIs, thereby providing early support to the proflsfectivess and 6.

2.2. The 5G!Drones Conceptual Representation

The 5G!Dronessystem can be conceptually described by three distinct actors, whose intaracgon
guidingthe overall approach taken by the project, regarding how the selected UAV use cases will be
trialled on the 5GFacilitiesof concernsand that apply among the ones in scd@d{17: 5GEVE and
5Geness as well as XNetwork and 5GT)N These actors are the UAV vertical, th&!Dronestrial
controllerand the 5G Facility, as illustrated kigure 1.

The UAV vertical is theactor in charge of performing the trials of UAV use cases on top of a 5G
infrastructure provided bypG Facilities To do so, it uses a dedicated set of APIs, referred to as
northbound APIs in this higlevel representation, to interact with the second actor in this representation,
the 5G!Drones Trial Controller . The northbound APIs allow several types of interactiamduding

the possibility to run and control a test, by for instance selecting the desired KPIs to test and the UA\
application to run. In addition, this set of APIs allows the UAV Vertical to gain a secured access to the
network slices running the UAVpalications. MoreoverthoseAPIs also allow obtaining the results of

the trial, under the form of 5G KPIl and UAV KPI values.

In addition, thesG!DronesTrial Controller is in charge of enforcing the trial scenario by interacting
with the third actor of tis representation, tH&G Facility. This interaction is allowed by APIs provided
by the 5G Facility through theG!DronesEnablers. It is worth noting that both the Trial Component
and the Enablers are designed and developed yGHeronesproject. In ths regard, th&G!Drones
Enablers are components developed withirb&BEronesroject to allow running these UAV use cases
on top of the 5G-acilities
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Figure 1 - The 5G!Dronesconceptual representation

On this basis, the role of the Trial Controller isttanslate the highevel trial scenario description
provided by the UAV Verticalto a set of 5G network componemégjuired to run on top of theG
Facility. As an example, the UAV Vertical may provide a hlghel description which is mapped by the
Trial Controller into a 5G secured network slice usifigvailable, the 5G Facility blueprint, i.e. a
description of all the necessary netwodmponents to run the trial, such as the VNFs, RAN resources,
and duration of the triaDuring the execution of the selected use case thialrial Controlleracesses

the UAV VNFs and UEs, whether embedded aboard the drones or on the grabtdirtéhe necessary
results and KPIs at the application leualaddition, the Trial Controller is able to access the 5G Facility,
via specific5G!Dronescomponentso manitor the 5G KPlIs.

At this point, it is important to note thtite intended use of tf&!DronesTrial Controller goes beyond
the scope ofthis first desciption, which hasonly considered so far ansple test scenarian which a
single use case isialled. However, thesG!Dronesarchitecture will be elaborated so that the Trial
Controller allows the simultaneousun and control of multiple UAV use cases, demonstrating the
capability of 5G to guarantee different servieguirements at the same tiniekewise, it is worth
highlighting that in the context dG!Drones we have considered different S&acilities for in-situ
trials, includinglCT-17 5GFacilities(5GEVEand 5Genesigs well as XNetwork and 5GTNracilities
Thisis detailed indeliverableD1.2 ands summaised later in subsectioB.4. Consequently, this set of
target 5G-acilitiesposes specific heterogeneity challenges fioe 5G!Dronesproject, sinceheyexhibit

in particular different 5G features and enforce different types ofldo®l APIs. This notably provides
a strong rationale for the ga@malysisthatis detailed in Sectio®. This analysisassesssthe need for
specific 5G adaptation componeatsd more generally for the design of an Abstraction Laykich in
turn allows extending the 5G-acilities by defining a complet&outhlound interface,to eventually
comply with the incurred heterogeneity.
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2.3. UTM Systems

To continue the description of the kB¢!Dronesobjectives, this subsection provides an outline of the
general landscape binmanned Aerial Systems Traffic Managemen{UTMs). As will be seen in the

rest of this deliverable, this context, as well as the activity of the relevant regulatory bodies, are
structuring for the project overall architecture, and in particular for the approach taken to integrate the
UTM and U-Space concepts with the overadb!Dronesarchitecture.

2.3.1. Context and Requirements

With the secalled Warsaw Declaration aftethagh-level conference in November 2Q16e notion of
U-space was introducdd5]: i Uspace is a set of new services and specific procedures designed to
support safeefficient and secure access to airspace for large numbers of drones. These services rely o
a high level of digitaBationand automation of functions, whether they are on board the drone itself, or
are part of the groundbased environment.-gpace provids an enabling framework to support routine
drone operations, as well as a clear and effective interface to manned aviation, ATM/ANS service
providers and authorities. {dpace is therefore not to be considered as a defined volume of airspace,
which is segegated and designated for the sole use of dronapdde is capable of ensuring the smooth
operation of drones in all operating environments, and in all types of airspace (in particular but not
limited to very lowlevel airspace). It addresses the neealstipport all types of missions and may

concern all drone users and categories of dro
In 2007, the Single European Sky ATM Resed@BSAR Joint Undertaking90] was set up in order
todefi ne, devel op and depl oy what i's needed
intelligent air transport systenmn the context of unmanned traffic,s@ries of SESAR projecisas
ki cked of f, rangi ngarfchem (fiexpli @ad atworryk ) rigtso v

demonstrating systems with preoperatioh@thnology Readiness Lev@RL). An important project

was the secalled CORUS projedil6]. With partf undi ng fr om 202@ prdgrdninee H o
through grant 763550, and in the context of the SEQARD exploratory research programme, the
SESAR Joint Undertaking (SJU) has sponsored the CORUS project to writelevewoncept of
OperationsConOp3 for U-space. As one target of§pace is the creation and facilitation of an open &
competitive market, CORUS proposes a flexible Hegrel deployment architecture that can isal
different actual deployments, rangingrit@ rather monolithic approach to more federated architectures
as depicted ifrigure2.
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Figure 2 - UTM Deployment Overview as depicted in CORU$62]

A principal DTM (Drone Traffic Management system) integrates one or more Local DTM, which
integrate several Drone Operator Syste@ORUS defines DTM $8] withvimr i a
5G!DronesDTM is to be understood equivalent to UTNDrone Operator Systems could be directly
integrated to the Principal DTM as well.

2.3.2. Interoperability within 5G!Drones

For validation of Uspace concepts described in CORUS, several VLD (VergeL®emonstrators)
were started in parallel. To facilitate technical harreatibnbetween those projects, principles for U
space architecture were published by SE$ER, including examples for 4dpace architectures.

With a strong focus on SWIM (System Wide Information Management) & interoperability validated in
demonstrations includinfive service providers, théulf Of Finland GOF USPACE architecturfl 7],

as shown irFigure 3, is deemed to be a suitablendédate for the overabG!DronesUAV Verticals
architecture.Iln this context, the Air Navigation Service Provider (ANSP), the Flight Information
Management System (FIMS) and theSpgace Service Providers (USP) ai@ableentities of this
architectural rpresentationThe GOF USPACE architecture provides a framework for actors in and

1 Typically, an UAV (Unmanned Aerial &hicle, commonlyeferred to as drone) is part of an UAS (Unmanned Aerial
System). Other components of an UAS (next to the drone) could be e.g. the GCS (Ground Control Station), groun
infrastructure like radio base stations for command & control. As a UTM is meant tgenaatiic, DTM is an equivalent

part, focussing on the moving part of an UAS, the drone.
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connected to képace based on common principles fespace architectures and SWIM principilegs
summarised in the ICAO 10039 Manufdl8]: SWIM consists of standards, infrastructure and
governance enabling the management of ATM information and its exchange between qualified partie
via interoperable serviceso

GOF USPACE VLD - Architecture CErx

ATM Services

SWIM Access Point (Yellow Profile)

Data Exchange Layer Mandatory / Unique
Service Registry U-space Services
Authority

|

__ Information
Standardisation Exchange Services

.
Q
=
>
o
=
o
&
)
w
=
@
]
I
=
@
=
Lo
[=%
[~
=
w

Operator

Figure 3- GOF USPACE High Level Architecture [17]

To integrate existing t$pace service implementations by different vendors, Information exchange
services were introduced to facilitate standsadl data exchange. They are described using formal
templates, separating logical, technical and runtime concerns into different standard documents
Descriptions on logical level, so called Service Speciboat are technology agnostic. They enable a
modular and open system, as they are easier to keeposédined and foster reuse of concepts while
technology evolves in incremental steps. Service Specifications allow for technical variants in
implementatio. In Technical Designs, by describing APIs and protocols clear contracts are defined for
data exchange. Technical contracts are key in Se@imnted Architecture, and important to facilitate
interoperability for stakeholders in the system.

The relation of the Service Specifications, Technical Designs & Service Instances is depietgdran
4.
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Figure 4 - GOF USPACE Service Descriptiong63]
Service Specifications wercreated in GOF USPACE to describe Information Exchange Services for
1 Telemetry (Position Data)
1 Operation Plans (Drone Flight Plans)
9 Aeronautical Information Manageme#tlM )/Geofencing (Ge@wareness)
1 Alerts,
1 Registration Data

5G!Drones UAV Verticals will integrate existing products/systems based on the GOF USPACE
architecture. Focus is put on the interface to the 5G ecosystem, which frapezé&perspective is seen

as supplemental Data Service Providdre existing service specificahs will be reused and further
evolved where necessary / applicafileeseservice specifications were created using templates, which
hawe been evolved & proven in various domains and projects, and were even addpeddtbynational
Association of Maine Aids to Navigation and Lighthouse Authoriti@aLA ) for specification for E
Navigation Technical servicd64]. Based on the templates provided by the GOF USP Afiect,
services specification(s) for the interaction with network providers /Raailitieswill be created.

Information exchange services ensure data exchange between both ecosystems, they connect busir
services on 5G (in the project scope esgcat the tesFacilitieg and on Uspace side. Specification
for those services will be done in WP3.
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2.4. Target Use Cases and Trial Scenarios

2.4.1. Target Use Cases

As a part of th&G!Dronesproject, four UAVtbased use cases have been identified where the use of 5G
technology would have the greatest impact. Within each use case there are several sogimarodal)1

that the5G!Dronesconsortiumplansto trial using the 5G infrastructuragsent at ICT17 selected
Facilities(i.e. 5GEVE and 5GENESIS)s well as at the University of Oulu and Aalto University 5G
testbeds. The details of the use cases and their respective scenarios are as follows:

a. Use Case 1: UAV Traffic Management The godof this use case i® demonstrate the safe
and secure incorporation of multiple UAVs into air traffic

i. Scenario T UTM command and contr@C?2) application:The purpose of this scenario
Is to showcase the C2 of multiple UAVs flying BVLOS using telemetry and video
streaming data over 5G. The detailed description of this scenario can be found under
Section 3.4.1.1 within D1;1

li. Scenario 2 3D Map and supportingsualisatiodanalysis software for UTMFhe main
objective of this use case scenario is to assist UAV flight planners and operators in
determining the best physical and 5G service conditions for flying their UAVs. A
detailed description of this scenariancbe found under Section 3.4.1.2 within D1.1

iii. Scenario 3 UAV logistics: The purpose of this scenario is to demonstrate how UAVs
through 5G Network capabilities can provide logistics solutiGusther details about
this scenario can be founmhder Sectin 3.4.1.3 within D1.1

b. Use Case 2: Public SafetyThe aim of demonstrating this use case is to showcase the need for
5G-enabled UAV applications to provide emergency response in public safety situations

i. Scenario 1 Monitoring a wildfire:Within this sceario, a swarm of UAVs will be used
to stream realime video of a wildfire to fire fighters and rescue commaentres A
detailed description of this scenario can be found under Section 3.4.2.1 withjn D1.1

ii. Scenario 2 Disaster recoveryThe goal of thisscenario is to showcase the use of on
demand 5G connectivity provided by UAVs to disastected individuals and
assisting first response teams by providing video analyses dfmealideos streamed
by UAVSs. Further details of this scenario can be thbumder Section 3.4.2.2 within
D1.1

iii. Scenario 3 Police,incl. CounterUAS: The purpose of this scenario is to demonstrate
how to remotely pilot UAV and use video analytics for Police tasks, includibgAS
activities, thanks to 5@ommunication The detailed description can be found under
Section 3.4.2.3 within D1.1.

c. Use Case 3: Situation AwarenessThe objective of this use case is to showcase how UAVs
equipped with 10T devices can be used in various applications to gain further awareness of :
particular situation

i. Scenario 1 Infrastructure inspectiorhree subscenarios have been identified it
this scenario which will showcase how UAVs equipped with 0T sensors and video
camera can be used for inspection and surveillance applications. A detailed description
can be found under Section 3.4;3.1
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ii. Scenario 2 UAV-basedoT data collectionWithin this scenario, UAVs equipped with
sensors will collect data from multiple 10T devices on the ground and transmit the
information to an edge server to conduct analyses. The detailed description of this
scenario can be found under Section 3.4.3.2

iii. Scenario3: Location of UE in noflGPS environment§his scenario intends to provide
UAV operators and ground control stations (GCS) visibility of UAVs in-Gé5
environments when they are flying in visual line of sight (VLOS) and BVLOS. A
detailed description cdre found under Section 3.4.3.3 within D1.1.

d. Use Case 4: Connectivity During Crowded Events

i. Scenario 1 Connectivity extension and offloading!ithin this scenario, UAVs will be
used to understand network quality, video streaming argearand connectivitin the
context of large showcasing events. The detailed description of this scenario can be
found under Section 3.4.4.1 within D1.1.

2.4.2. The context of the selected 5G Facilities

As described earlier, th@1ise cassecenarios are planned totbialled at one of the four 5Gacilities
located in France, Greece, and Finland. Given below is a brief summary of the four 5G testbeds ar
the scenarios that are going tothalled within thoseFacilities

5G-EVE: E U R E C Oatéwshich is a part of the 56VE ICT-17 project located in Nice, France,
will be used to conduct multiple trials. The site deploys 5G NSA netwoi®@panAirinterface RAN
(OAI-RAN), and an ETStompliant MEC platform which will be used to trial the @olling use
cases. A det ail ed H®Baeilgiescan pet foundnin Dd fand ®rGthaEPAds) &
dedicated gap analysis is performedirbsectiorb.1.2 later in this document.

1 Use Case 1. Scenarioc UTM command and control applicatipn
1 Use Case 2: Scenario Monitoring a wildfire
1 Use Case 2: Scenario Disaster recovery

5GENESIS DEMOKRI TOS6s site which i sl7 mojegilacated ino f 1
Athens, Greecawill be used to trial the scenario provided below. The 5GENHESISIity has OAI

5G-NR based on the NSA OptioraBda MEC platform that will be used to trial the scenario. Further
details of the 5GENESIS site can be found inZdnd on that basis, a dedicated gap analysis is
performed in Subsectidh 1.4 later in this document.

1 Use Case 4Scenario X Connectivity extension and offloadjn

X-Network: The X-Network is a 5G testbed which is a part of Aalto University. Faelityd s c o r ¢
network includes three virtuaéd EPC core network implementations and two MEC platforms which
will be used to trial the following use case scenariosetited description of the-Xletwork can be

found in D1.2and on that basis, a dedicated gap analysis is performed in Sub&ettiphater in

this document

1 Use Gase 1: Scenari®- UAV logistics;
 Use Case 3: Scenario- DAV -basedoT data collection

5GTN: The University of OulfFinland)5GTN network currently hasy@ption 3 NSA deployment
and Nokiads MEC solution which wil!@ be wused
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description of 5GTN can be found in DBAd on that basis, a dedicated gap analysis is performed in
Subsectiorb.1.3 later in this document

1 Use Case 1: Scenarie 3D mapping and supporting visualization/analysis software for UTM
1 Use Case 2: Scenario Police, incl. CountelJAS;

1 Use Case 3Scenario I Infrastructure inspectign
1

Use Case 3: Scenario 3ocation of UE in norGPS environments
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3. 5G ARCHITECTURE

This section gives a synthetic overview of the salient featfrde 5G mechanisnthat are relevant to
the5G!Dronesarchitecture

In particular, subsectioB.1 starts with a general description of the 5G System, through the outline of
both the nexggeneration radio access netwankd 5G core network architecturés.that context, one

of the significant challenges faced by &®!Dronesproject is the deployment and resource isolation of
endto-end slicesn the context oheterogeneous 5Eacilities In addition to handle the heterogeneous
requirements for lowatency, high throughput and support for massive numbers of 10T and other devices
simultaneously and over a shared infrastruct@PDronegdargets tanake heavy use of network slicing
andMulti-acces$€dge Computing MEC) [5]. Therefore, the concepts of Software Defined Networking
(SDN) / Network Function Virtualisation (NFV), slicing mechanisms aMHBC are respectely
introducedin 3.1.2 3.1.3and3.1.4 Similarly, the envisioned deployment ORAV services supported,
notably toenforceadvanced BVLOS operations, requires an understanding of the introduction of UAVs
in 5G systemsTherefore,a careful consideratiomust be given tahe notions of capacity, spectral
efficiency, coverageand spectrum usage. In that regard, subsec8dh8 and 3.1.6 give a relevant
summary of how these concepts are handled inctmext of 5G. Finallysince 5G!Dronesalso
addresses scenarios for which {bdsed sensors represent a significant aspect of the trials, the concept
of Massive Machind'ype Communications (mMTC) is described3ii.7, along with the summary of

how legacy4G technologies like NBoT and LTEM are set to coexish the context of 3GPP 5G
systems.

A second part of this section focusestba different approaches takby standardiationbodies such

as 3GPP to consider the interogiaility of 5G systems with UTMs. As is explained3r2, 5G systems

must meet the connectivity needs of unmanned aerial systems for the safe operation of UAVS. Ii
addition, this insertion of UAVs in 5G networks must not be detrimental to the erperof the existing
users. Therefore, both aspects are addressed by staatiandgroups, in particular within 3GPP since
Release 15.

Finally, sectior3 givesa description ofthe potentialinterrelationsbetweerthe 5G!Dronesarchitecture

with relevant projects from the 5G Infrastructure Public Private Partnership (5GaR@Rpncludes

with part 3.3.2 outlining the further enhancements to expect within 3GPP, mainly in the context of
Release 17 and beyond.

3.1. Relevant 5G Features

3.1.1. NG-RAN, 5G Core

The 5G NGRAN (Next Generation Radio Access Network) key element is a Bassnsceiver Station
(BTS), which provides means for data transfer from theeer Equipment (UEjo the 5G Core and
Internet. More precisely,3GPP definesa BTS as a RAN network element responsible for radio
transmission and reception in one or more cellsrtfrom the user equipment. BTS mayhave an
integrated antenna or be connected to an antenna by feeder [dathldgloreover, The NGRAN
architecture is describea [48], whilethe BTS for radio transmission and reception is defined by 3GPP
in [49].
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NGRAN

Figure 5- 5G NG-RAN

NG-RAN, as depicted ifrigure5, consiss of i) radio Digital Unit(DU), which itself encompasses
base band and functionality for controlling radio unit d@jdRadio Unit (RU), which contains
transmitte¢s) and receives). The BTS hostseveral functions like UE connection setup and release,
routing of user plane data, radio resource managenieciuding Radio Bearer Control, Radio
Admission Control, Dynamic allocation of resources to UEs in both uplink and dowaldko or).

NG-RAN typical installationgnay adopt the following implementation choices

1 Classical installatios) in whichall the radio network processing is done close to the antenna and
RadiofrequencyRF). In addition, someptionsallow performing all the baseband processing in
the centraked location or split functions to lower and higher layers. Delay critical functionalities
are in the RF unit (low layer) and less delay critical functions in the edge cloud unit (high layer)
This type of spliis referred to a€entraised Uniti Distributed Unit (CUDU) split.

1 Most implementations include GDU split, with some going further to also include exposure of
Common Public Radio Interface (CPRI) creating a split in the radio equipment between a Remot
Unit (RU), Distributed Unit (DU) and Centiaéd Unit (CU)[10].

FurthermorepbG Network deployment types in 3GPP Release 15 include different opt®jnsither

with the evolved packet core (EPC) or with 8@ Core network (5GC)B0]. The 5G systemwhich
involves a 4G elemenis called aNon-Standalone solution (NSA) and system without the 4G element
is referred to astandalone (SA). In the Sgolution,both useplaneand controplane use the 5G Core.
The SA network allows lower latency and faster setup,tphes new endo-end servicesin general,

the NSA solution with dual connectivity to the LTE eleme(ats depicted in option #3 iRigure 6)
seemdo beafavouredoptionwhen starting &G networkdeploymentas it provides 5G data rates for
enhanced mobile broadbard addition,it allows operators to reuse existing investtsdor the EPC.
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Figure 7 - 5G Core Services Based Architecture

5GChbringsthe concept oervicesBased Architecture (SBAIn the SBArepresentationhe NGRAN

is connected t&8GCvia NG-C tothe Access and MobilitManagemenFunction(AMF) and NGU to

the User Plane FunctioJPF). A brief description of the promine®GC basic elemenisdepicted in
Figure7 can be given as follows

1 A user plane, which takes care of the actual data: flow
o UPF takes care of user data and supports-Hased QoS

0 N3IWF (Non3GPP Inteworking Function) is a core netwofilnction for the integration
of the stanehlone untrusted neBGPP access to core

1 A control plane, which talsscare of following functions:

0 AMF (Access and Mobility Management Functioty manage access control and
mobility;

0 AUSF (Authentication Serverdunction) facilitates an authentication framework
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o UDM (Unified Data Management) stores subscriber data and profiles

0 SMF (Session Management Function) is the only function which estaddisti manages
sessions for all access types according to the network policy

o AF (Application Function) for applications

o PCF (Policy Control Function) takes care of Qb®Breover, itsupports network slicing,
roaming and mobility policies

o NRF (Network Repsitory Function) provides registration and discovery functionality
o DSF (Data Storage Function) for data stefag

o NEF (Network Exposure Function) is an extension of the Service Capability Exposure
Function in 4G networkdt is worth noting thatrbm the UAV Vertical viewpoint, the
NEF service is the contact point to 5G, as the NEF egd@(S€ functionalities tothird
parties.

3.1.2. Principles of SDN/NFV

This section builds oftop ofthe 5GENESISvork on NFV and SDN79], with adapéationstowardsthe
specific context 06G!Drones

3.1.2.1. Network Function Virtualisation (NFV)

NFV technology was initiated in 2012 by the European Telecommunications Standards Institute (ETSI
NFV Industry Specification Group (NFV ISG), to allow customers tostier the networking functions

from vendorspecific and proprietary hardware appliances to software host€dramercialOff-The-

Shelf (COTS) platformg19]. The man idea is to provide the network services in virtual machines
(VMs) working in Cloud infrastructures, where each VM can perform different network operations (e.g.
firewall, intrusion detection, deep packet inspection, load balan¢2@®) The main benefits of
deploying network services as virtual functions are: (1) flexibility in the allocation of network functions
in generalpurpose hardware; (2) rapid implementatend deployment of new network services; (3)
support of multiple versions of service and mtéthancy scenarios; (4) reduction in capital expenditure
(CAPEX) by managing energy usage efficiently; (5) automation of the operational processes, thu:
improving efficiency and reducing operational expenditure (OPEX) costs.
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Figure 8 - NFV MANO Architecture [79]
The NFV Architecture depicted irigure8is comprised of four main functional elemef$]:

1 The Virtual Network Function (VNF) layer virtualses a certain NF, that operates
independently of others. A particular VNF can run on one or more VMs and it can be divided
into several sutbunctions called VNF Components (VNFCs). VNFCs monitoring is performed
using Elemental Management Systems (EMSs). iatmn of the operational processes is
feasible and results in improvement of the efficiency and reduction of the OPEX costs.

1 The NFV Infrastructure (NFVI) is comprised of all the hardware and software required to
deploy, operate, and monitor the VNFs.rtRalarly, NFVI includes a virtuasation layer
necessary for abstracting the hardware resources (processing, storage, and network connectivit
to ensure independence of the VNF software from the physical resources. Thesairarddiyer
is usually conposed of virtual server (e.g. Xg2], Linux-KVM [23], Dell-VMware [24], etc.)
and network (e.g. VXLAN$25], NVGRE [26], OpenFlow, etc.) hypervisors. The NFVI Point
of Presence (NF\YPoP) defines a location foretwork function deployments as one or many
VNFs.

1 NFV management and orchestration (MANO)is comprised of three components:

o The Virtualised Infrastructure Manager (VIM) which manages and controls the
interaction of VNFs with physical resources undex #upervision (e.g. resource
allocation, deallocation, and inventory),

o The VNF Manager (VNFMwhich is responsible for managing the VNF-ldgcle (e.g.
link initiali sation suspension, and termination),
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o The NFV Orchestrator (NFVQWhich isresponsible for realing network services on
NFVI. Also, NFVO performs monitoring operations of the NFVI to collect information
regarding operations and performance management.

1 Operations support systems and business support systems (OSS/B&8ent corprises the
legacy management systems and assists MANO in the execution of network policies. The twc
systems (OSS and BSS) can be operated together by telecommunications service providers
operators, either automatically or manually to support a ranggeabmmunication services.

3.1.2.2. Software Defined Networking (SDN)

The basic architecture of SDN uses moduldiéged abstractions, similar to formal software
engineering methods. A key abstraction of the SDN paradigm is the separation of the network contrc
and forwarding planes. Conceptually, in SDN networks, resources are treated as a dynamic collection
arbitrarily connected forwarding devices with minimal intelligence. A typical SDN architecture divides
processes such as configuration, resource altogatiaffic prioritsation and traffic forwarding in the
underlying hardware, using ati@r structure consisting of application, control, and data planes as
highlighted below and depicted kgure9.

1 Tier 1 - Data (forwarding) plane: The Data plane is the set of network physical components
(switches, routers, virtual networking equipment, firewalls, middle box appliances, etc.), almost
the same as in conventional networks. It aims at efficiently forwarding the network traffic based
on a certain set of rules as instructed by Tie€2ntrol plane. That way, SDN technology makes
the hardware (physical) infrastructure of the network rather flexible, by removing intelligence
and isolated configuration per network element, and moving thiestionalities to the control
plane.

1 Tier 2 - Control plane: The Control plane contains the logic to decide on how traffic can be
routed through the network from one node to another based on end user application requirement
Such control logic is inaporated into external software application elements called SDN
controllers. An SDN controller handles all Tkrforwarding devices by translating individual
application requirements and business objectives (e.g. traffic prioritizing, access control,
bandvidth management, QoS) into relevant programmable rules and announcing them to the
data pl ane. By introducing programmability
in individual elements in real time, based on network performance and seitements.

1 Tier 3 - Application plane: The Application plane is the layer to include all applications and
services of the network. Conceptually, the application plane is situated above the control plane
to enable applications communicating with dataplthrough requesting network functions from
control plane, while performing network related tasks. The Application plane uses APIs to
capture the individual application parameters (delay, throughput, latency, etc.), based on whict
the SDN controller conjures the individual network elements in the data plane for efficient
traffic forwarding[27], [28].

The SDN controllers represent the focal point in the SDN system to oversee and manage the flow c
traffic among southbound switches/routers (netwaise) by using APIs according to each apgtion
requirements. In order for an SDN controller to perform such tasks, it requires information regarding the
state of the underlying network provided by collections of pluggable modules, which perform different
information gathering procedures abohe tdata link layer devices, providing full inventory of the
network below, as well as devices capabilities. In addition, when the SDN controller has full view of the
network, it adds extensions and bundles to improve the controller capabilities and prstatased
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forwarding rules created using algorithms thatalysednformation and statistics gathered from the
network.

Application plane | ———

{ | | 3rdparty 3rd party
| application | application

¥
Northbound API

Data

Message bus SDN controller | storage

|

Southbound API

}

Forwarding device

Control plane

Data plane

Figure 9 - Three-tier structure of a typical SDN controller [79]

There are two different approaches to reach the logical ceatiahof the SDN Control Layer
Single and Distributed controll§29]:

1 Single Controller: In single controller implementation, only one instance of an SDN controller
exists in the network. All the switches are connected and controlled by that single machine in &
centraised manner. Many early SDN adopters are using this solution.

1 Distributed Controller: The distributed controller addresses the two principal issues that appear
in the single controller approach: (a) Scalability, when the SDN controller has te imawitiple
forwarding path requests from switches, and (b) Robustness, when, in case of a controller failure
switches are not able to forward new packets and eventually the entire network collapses. In th
distributed controller approach, the SDN conftdne consists of multiple SDN Controllers,
which can share the load in the network equally. Furthermore, one controller can take over
another controller when it crashes, thus fixing both issues that exist in the single SDN controller.

3.1.3. Slicing Mechanisms

Network slicing is relatively a new concept that allows for the creation of multiple network instances
over a shared infrastructure. The NGMBO] has proposed the widely used description of network
slicing. In general, network slices are dynamic, virtual network instances, mutually isolated and typically
built on a distributed cloud infrastructure, in which the slice is implemented as a setadrinexted,
softwaiised network functions. The main enabler of network slicing ETSI NFV MANO [2] framework
that is used for slice orchestration and management. The MANO is responsible for converting the
abstracted description of a slice into a set of ngkviinctions providing their optimal placement within
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the infrastructure during the slice deployment phase and dynamically allocates resources to slices duri
their runtime. There are multiple benefits of network slicing:

1 Eachnetwork slice can be propgrtustonised to its service(s)
Slicescan be deployed edemand
Slicesare inherently isolated

Slice tenant does not need to own any infrastrugture

= =4 4 -

A possibility of delegation of slice management (partially or fully) to slice tenants.

The economic aspe of infrastructure mutuaationand multitenancy is also positive because the
capital expenses associated with the creation of a single network slice and further operational costs w
be lower in comparison to the classical case. Due to the mentieagdes, the network slicing
technology will revolutiorsethe way in which networks and services are built and operated. The slicing
concept is also seen as a key enabler oli@resent most researchers use the cesdtainanagement

and orchestratiofor network slicing as defined by ETSI NFV MAN[31] where the network slice is
treated just as a MANO Network Service (NS).

The works of 3GPP on 5G network slicing follow the NGMN concgptording to 3GPP, the universal,
all-services network (like LTE so far) will be sliced into parallel separate netvepecifically tuned to
support specific classes of services with distinct characteri$tiessG RAN (NR) is treated separately
from 5G Core (5GC). Moreover, the independent slicing of system planes (user/control) and a furthe
split of control plane fuctions into common and sliegpecific ones is described [iB2]. The common
control plane functions include slice selection, authentication and tyolmdnagement. One of the
benefits of such an approach is the effective handling of the handover of UEs that are simultaneous
attached to several slices. The 3GPP repp88s [34], [35] and[36] describe generic and network slice
specific management and orchestration of sofsgdmetworks. The already published 3GPP standards
concern topics related to slice managenfign}, provisioning[38], [39], selectiof40] and security41].

The approach of 3GPP is suited for mobile networks and tightly coupled with the 3GPP network
architecture defined in Releases 15 and 16. It does not go into details of underlying network slicing
technology, referring rather to ETSIFN framework mechanisms, except for the slice selection
mechanisms. The 3GPP defines a Communication Service that uses a Network Slice (NS). The netwo
Slice is typically composed of multiple Network Slice Subnets (NSS) which in turn are composed of
Netwak Functions (NF).
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Figure 10- Network Slice Subnets, Network Slice and Communication dependenci@sased on[34])

The 5G Systenf5GS)allows for instantiation of multiple Network Slice Instances (NSI) or Network
Slice Subnet Instances (NS&h shown irFigure10. Several NS may share the same NSSI (as shown
in Figure11). Each NSSI or NSI hats unique identifier.
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\W} \LM / Access Network
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Figure 11 - Creation of endto-end 3GPP compliant slicegbased on[37])

The network slicing support by NR is defined42]. According to this document NR is aware of the
existence of slices, traffic for each slice is handled by different PDU sessions. In opposite to generi
slicing, the NR slicing is not using MANO but is based on Resource Blocks scheduling or L1/L2
configurations. For slice selectiothe Single NetworkSlice Selection Assistance Information- (S
NSSAI) issued by UE or 5GfS used In NR there is slicaware admission and congestion conitrii

case of overloading of a requested slice, the UE may be attached to defaliie@skce coveragmay
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belimited to selected areas onlgnd outside them the UE may be also attached to some default general
NSI.

The 5G5 in SA implementations needed in order to support network slicing. The architecture of 5GC
with marked red components involved (supporting) in ndtveticing is shown inFigure12.

NSSF NEF NRF PCF UDM AF
Mn SEfT M nefw Nnrf\ [ Npl:fT Mud mT NafT
andafl Nausf Mamf Msmf
NWEAF ALEF AEF SEF

/,/7 J
\ /g’ z
UE (RjAN |—M3—] UPF —NE

L g1

Figure 12- 5GC support for network slicing (based on[7])

The role of thecontrol plane functions in network slicing is the followiTg:

1 Access and Mobility Management Function (AMFA$ a common function for all slices to which
the UE is attached

1 Network Slice Selection Function (NSSF) plays a key role in network slicing. It is used for slice
selection

Network Exposure Function (NEF) can be attached to each NSI/NSSI

1 Network Function®RkepositoryFunction (NRFXeeps information about functions allocated to a
slice

Network Data Analyticsunction(NWDAF) allows for data analytics on a per slice level

Unified Data Management (UDM) keeps information ahow esubsdiiptios to slicegaccess
rights, etc.)

TheUE can be attached up to 8 slicdshe same network operatasing onesignallingconnection for
all of them.The multioperator attaching is not considered. In case of such requirement, the dual/multi
SIM UE has to be use@hefollowing Slice/Servicelypes (SS$) are currently defined

eMBB 1 enhanced Mobile Broadband,;
mMTC 1 Massive Machine Type Communication;

URLLC i Ultra Reliable Low Latencommunicatior

= 4 4 -

V2X T Vehicle to X slice type used for car communications.

The first three ones are the classes defined byRIW3] and further commonly followed by different
bodies and orgasatiors. The last one has bemstently added by 3GPP in R16. Other SSTs (e.g. for
UAVs C2 transmission) may be added in the future.
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There are four categories of network slice management operations. The first one is related to slic
preparation, the second one to slice installationfigoration and activation, the third one is related to
slice runtime management, and the fourth one deals with slice instance decommissionifigsee

13).

Lifecycle of a Network Slice Instance

Instantiation Configuration
and Activation

: - Supervision
Desi ’ Pre-provision Ay » L |
=" P » Instantiation/ A ‘ Modification » e ‘ Termination
Configuration vation
Metwork environment Reporting
preparation

Preparation Run-time Deconmisioning

Figure 13- Network slice instance management phasé¢34]
The general information used to describe a network slice instance may include:

1 Resourcemodel information: describes the static parameters and functional components of
network slice, network slice type (e.g. eMBB), priority, etc.

1 Management model information: describes the information model used for network slice
lifecycle management

1 Capabiity model information: describes the capability (e.g. service type, UE mobility level,
density of users, traffic density), QoS attributes (e.g. bandwidth, latency, throughput) and
capacity (e.g. maximum number of UES).

The slice tenant, according [88] has the following management rights related to its slice instances:

1 Exposure of network slice management data: enable the network slice management servic
consumer to obtain network slice mgeaent data (e.gperformance and fault management
dat3;

1 Exposure of network slice management capability: enable asdtioretwork slice management
service consumer to obtain certain management capability to manage the network slice instanc
(e.g. provisoning) through the exposure interface

1 Creation of a 3GPP NF: to enable the au#erconsumer to request creation of an instance of
3GPP NF (VNF)

1 Configuration of a 3GPP NF instance: to enable the aigtiicconsumer to request configuration
of a 3GPANF instance

1 Network slice resource capacity planning: to calculate the capacity of network slice instances
and network slice subnet instances

1 Network slice subnet management with assigned priority: to assign priority on the existing
network slice subnetstance(s).

The work on network slicing is still in progreséet, there is no commercial 5G netwadkeployment
yetwith supportof network slicing.
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3.1.4. Multi-Access Edge Computing

Multi-access edge computing (MEC) is an Industry Specification Group (ISG) within ETSI aiming to
leverage IT and cloudomputing capabilities within the mobile telecommunications netw6iksltra-

low latency and higlbandwidth along with regime access to radio network information that can be
utilised by applications are some of the characteristics of the edge environmead drgdhe ETSI

MEC standard. On the 3GPP domain, a set of enablers to support edge compgiwenarethe 3GPP

TS 23.501systaen architecture specificatig]. In addition, it is mentioned that the NGC may expose
network information and capabilities to an Edge Computing Application Function. The idea is to handle
MEC as a S5@pplication function via these enablers.

Multi-access edge computin§IEC) provides a nevecosystem and value chain. Operators can open
their RAN edge to authased third-parties, allowing them to flexibly and rapidly deploy innovative
applications and services towards mobile subscribers, enterprises and vertical sgigments

MEC implements:
1 A MEC platform, ancanEdge Cloud to run applications that control drgnes
91 Cloud resources to run VNfFs
9 Service elasticity: capacity tocrease/decrease resources used by the UAV slices

Edge computing comes with the promise of low latency, and this is critical for the stlsyive
components that many of tl&G!Dronesuse case scenarios involMdoreover, ége computing is
acknowledgd as one of the key pillars for meeting the demanding KPIs of 5G, especially as far as low
latency and bandwidth efficiency are concerfigd

5G networks based ondh3GPP 5G specifications are a key future target environment for MEC
deployments. The 5G system specification and its SeBased Architecture (SBA) leverage the
servicebased interactions between different network functions, aligning system operatibrithiev
network virtualsationandSDN paradigmg1] as illustrated irFigure14.

3GPP 5G System MEC System

B B = BEE
| | MEC Orchestrator o

F4
3
£
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L
[]

N9 IL I;
-

Figure 1471 5G Service Architecture and a generic MEC system architecturfl]
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With 5G, the starting point is different, as edge computing is identified as one of the key technologie:s
required to support low latency together with mission critical and future 0T seniibés.was
considered in the initial requirements. The system was designed from the beginning to provide efficien
and flexible support for edge computing to enable superior performanc@an(l], [2]. Besides,
althoughall ETSI MEC specifications are defined with the intent of enabling acselfained MEC

cloud able to exist in different cloud environments, in most telco environment the need is to extend NF\
into the MEC realm. To that end, ETSI MEC has defined a NfERFV reference architecture [B]

and illustrated irFigure15.

Generic reference architecture

This reference architecture shows the functional elements that comprisrilit@ccess edgsystem
and the reference points between them. There are three groups of reference points defined between

system entities:
1 Referencepointsregarding the MEC platform functionality (Mp);
1 Managementeference points (Mm)

1 And reference points connecting to external entities (Mx).

Mx1

CFS i
portal !
S M2 Mma Operations support system (OSS)
app } User {
- Mm1 + 4 0s-Ma-nfwo
LCM Mm9
proxy } MEC application | Mv1
orchestrator + NFVO
(MEAO)
o Mm2 <+ Mm3* <+ Or-Vnfm =+ Or-Vi =+
er Mp3
MEC t M2
platform MEC |MECapp|| '
"191 Mm5 || platform|| rules & ||ve-vnim-em f=——
i MEC platform + element|| regs }
(VNF) mgmt || mgmt VNEM -
: Vi
 Service | MEC platform pmeEcm (MEC app
MEC App (MEPM-V) )
(VNF) 1
Ve-Vnfm-vnf
Nf-Vn Mp2 - -4 Nf-Vn }
il | Data plane Vi-Vnfm = Mm6
(VNF/PNF)
Nf-Vi
NFVI + Virtualization infrastructure manager (VIM)
Mv3
L

——}—— NFV reference points ——— MEC reference points ~ =——f—— MEC-NFV reference points

Mv1 —related to Os-Ma-nfvo Mv2 —related to Ve-Vnfm-em Mv3 - related to Ve-Vnfm-vnf

Figure 157 Multi -access edge system reference architecture variant for MEC in NHG]
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The multiaccess edge system consists of the MEC hosts and the MEC management necassary
MEC applications within an operator network or a subset of an operator network. The MEC host is ar
entity that contains a MEC platform and a virtsationinfrastructure which provides compute, storage,
and network resources, for the purpose ohimg MEC applications. The MEC platform is the collection

of essential functionality required to run MEC applications on a particular veatiainfrastructure

and enable them to provide and consume MEC services. The MEC platform can also proweds.servi
MEC applications are instantiated on the virtsation infrastructure of the MEC host based on
configuration or requests validated by the MEC management.

The MEC management comprises the MEC system level management and the MEC host leve
managemenihe MEC system level management includes the Multess edge orchestrator as its core
component. The MEC host level management comprises the MEC platform manager and the
virtualisationinfrastructure manager, and handles the management of the MEGcsjpeaitionality of

a particular MEC host and the applications running on it.

The MEC host is an entity that contains the MEC platform and a vsai@hninfrastructure which
provides compute, storage, and network resources for the MEC applicationuirfliadisation
infrastructure includes a data plane that executes the traffic rules received by the MEC platform, an
routes the traffic among applications, services, DNS server/proxy, 3GPP network, other access network
local networks and external netks.

Figurel6shows the ability to offesn environment where the MEC applications can discover, advertise,
consume and offer MEC services, including, wreupported, MEC services available via other
platforms (that may be in the same or a different MEC syd#m)

Figure 1617 New applicationdevelopment paradigm introduced by MEC[4]

MEC enables the implementation of MEC applications as softaslseentities that run on top of a
virtualisationinfrastructure, which is located in or close to the network edge. The MEC framework
shows the general entities involved. These can be grouped into system level, host level and network lev
entities, as depicted Figurel?.
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